
May 26, 2025

Compute Can’t Handle the Truth: Why Communication
Tax Prioritizes Memory and Interconnects in Modern

AI Infrastructure
Myoungsoo Jung

Panmnesia, Inc.
http://panmnesia.com

mj@panmnesia.com

Abstract
Modern AI workloads, particularly large-scale language models (LLMs) and retrieval-augmented generation
(RAG), impose stringent demands on memory resources, inter-device communication, and flexible resource
allocation. Since traditional GPU-centric architectures face scalability bottlenecks, inter-GPU communica-
tion overhead often dominates runtime, severely limiting efficiency at large scales.
For better understanding of these challenges, this technical report first introduces fundamental AI concepts in
an accessible manner, explaining how contemporary models represent and process complex, high-dimensional
data. Specifically, we illustrate how Transformer architectures overcame previous modeling constraints and
became foundational technologies underlying modern LLMs. We then analyze representative large-scale AI
hardware configurations and data center architectures, detailing how the LLMs are executed within these
infrastructures and identifying fundamental sources of scalability challenges in hierarchical deployments.
Based on the observations, we redesign a modular and composable data center architecture leveraging Com-
pute Express Link (CXL), which can address the scalability issues of modern AI data centers. Specifically,
the redesigned architecture can independently disaggregate and scale memory, compute, and accelerator
resources, dynamically allocating them based on specific workload requirements. This report also explores
various CXL topologies and hardware configurations to enable accelerator-centric architectures and facili-
tate efficient resource disaggregation through modular memory pool designs in data centers. Our empirical
evaluations across diverse AI workloads demonstrate that this modular approach can improve scalability,
memory efficiency, computational throughput, and operational flexibility.
On the other hand, to accommodate diverse accelerators and hardware scales, we explore and integrate
dedicated accelerator-optimized interconnect technologies, collectively referred to as XLink, including Ultra
Accelerator Link (UALink), NVIDIA’s NVLink, and NVLink Fusion. XLink optimizes latency-sensitive intra-
accelerator communication through high-throughput, direct connections, whereas CXL enables scalable,
coherent inter-node memory sharing. Motivated by this insight, we introduce a hybrid interconnect approach,
CXL-over-XLink, designed to minimize unnecessary long-distance data transfers across scale-out domains,
improving overall scalability of scale-up architectures while ensuring memory coherence.
Upon establishing the CXL-over-XLink design, we further propose a hierarchical memory architecture that
combines accelerator-local memory and flexible external memory pools to address diverse latency and ca-
pacity requirements. In this technical report, we also present optimization strategies for lightweight CXL
implementations, high-bandwidth memory (HBM), and silicon photonics to efficiently scale these compos-
able architectures. Finally, we evaluate key performance and scalability parameters critical for modern AI
infrastructures.

Keywords : CXL, NVLink, NVLink Fusion, UALink, AI Infrastructure, Data Centers, Accelerators, GPUs,
Machine Learning, Hardware Architecture.
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1. Introduction
Artificial Intelligence (AI), particularly machine learning (ML), has experienced substantial growth over recent
decades through cycles of incremental improvements and major breakthroughs [1–4]. Historically, AI advance-
ments primarily stemmed from increased computational capabilities. However, recent progress relies significantly
on data availability and advancements in memory management techniques. Such improvements have enabled
contemporary AI systems to effectively emulate complex cognitive functions, achieving human-level or superior
performance in tasks like image interpretation, natural language understanding, conversational interactions, and
creative content generation [5–8].

Modern AI methodologies rely on transforming data into structured numerical representations, such as
vectors and matrices, which enable computational models to learn complex patterns. Specifically, AI models
iteratively adjust internal parameters during training using optimization techniques like gradient descent [9–
13]. The accuracy and effectiveness of these models depend on their capacity to represent data within high-
dimensional numerical spaces [14–18]. As datasets grow in size and complexity, the memory and computational
demands of AI models increase significantly, surpassing the practical limitations of traditional CPU-centric
computing infrastructures.

To accommodate such extensive data and computational demands, specialized hardware accelerators such as
graphics processing units (GPUs1) have become widely adopted in industry and academia [19–34]. GPUs pro-
vide parallel processing capabilities and integrate substantial internal memory resources (e.g., high-bandwidth
memory such as HBM3e [19, 35–38]), enhancing their suitability for contemporary AI workloads.

However, as AI models scale to billions or even trillions of parameters [21, 22, 25, 39–46], individual GPU
memory capacities are insufficient by design to meet these demands. For instance, Llama 3 405B [7], with a con-
text window of over a hundred thousand tokens, requires more than a hundred terabytes (TB) of total memory to
accommodate embeddings, activations, and optimizer states. This demand exceeds the hundred gigabyte (GB)
capacity available in current state-of-the-art GPUs such as NVIDIA’s GB200 and GB300 [39, 47–49]. Given
the variety of models concurrently deployed, modern AI infrastructures utilize thousands to tens of thousands
of GPUs collaboratively, which leads to substantial inter-GPU communication overhead. Industry analyses in-
dicate that such communication accounts for 35%–70% of total training time in large-scale AI deployments,
severely limiting efficiency and scalability [29, 50–55]. Given that outcomes from AI research conducted across
various disciplines have historically been challenging to directly translate into practical daily applications, it is
noteworthy that significant real-world impacts, such as those exemplified by OpenAI’s ChatGPT, have emerged
prominently only within the past two years. This recent shift highlights the unprecedented data exchanges, in-
formation volumes, and memory demands associated with recent large-scale AI workloads compared to previous
periods.

Therefore, the central challenge in contemporary AI infrastructures is no longer purely computational but
involves managing massive data transfer volumes, extensive memory resources, and intensive communication
demands characteristic of modern AI workloads. Traditional GPU architectures limit memory scalability due to
tightly integrated memory controllers, restricting flexible memory expansion. External memory access via PCIe
or storage introduces significant latency, typically ranging from hundreds of nanoseconds (ns) to tens of mi-
croseconds (µs), substantially reducing GPU utilization and overall performance [23, 24, 56–58]. To address these
limitations, Compute Express Link (CXL [59–61]) has emerged as a transformative memory and interconnect
technology [23, 56, 62–67]. CXL can fundamentally redefine AI infrastructure by decoupling memory controllers
from computational units, enabling independent and dynamic memory management. By externalizing memory
controllers and aggregating memory into composable pools accessible by multiple computing nodes, CXL can
significantly expand available memory capacity and reduce data communication latency. We believe that this
approach can effectively resolve traditional scalability bottlenecks associated with large-scale AI deployments.

To address the challenges and opportunities in redesigning AI infrastructures, it is essential to thoroughly
understand the complete system stack, ranging from high-level theoretical AI models and architectures to the
low-level hardware configurations deployed in data centers. In this technical report2, we first provide a clear
explanation of fundamental AI principles to comprehensively analyze the scalability challenges of AI. We then
describe how recent models represent and process complex, high-dimensional data. We then systematically
analyze key factors that have enabled the successful evolution of advanced AI models from the perspectives of

1In this technical report, the term ‘accelerators’ includes GPUs, NPUs, and other specialized processing units. Although GPUs
are primarily discussed, all accelerators mentioned can be collectively categorized as coprocessors and treated equivalently as
data-processing acceleration hardware.

2This technical document, excluding the section pertaining to XLink, is based entirely on the keynote speech delivered by
Panmnesia, at the 2024 Summer Conference of the Institute of Semiconductor Engineers.
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data management, memory architectures, and optimized communication structures in AI infrastructures. To
this end, we examine real-world AI deployments within large-scale data center architectures, focusing on how
advanced GPU technologies are utilized and identifying architectural limitations that arise in these deployments.

Subsequently, considering the growing complexity and diverse performance requirements of modern AI work-
loads, we redesign a modular and composable data center architecture optimized for flexible and dynamic
resource management through CXL. True composability requires effective disaggregation of memory, compu-
tational units, and accelerator resources. In such composable systems, resources can be independently scaled
and precisely adapted to varying workload demands, being able to improve flexibility, scalability, and resource
efficiency. Note that CXL technology is central to realizing this composable infrastructure. By enabling coherent
memory sharing and scalable interconnect topologies, CXL supports dynamic allocation of memory and com-
putational resources independently of CPU involvement. This architectural advancement substantially reduces
latency, enhances memory utilization, and can address a wide range of AI workloads, from general training and
inference tasks to specialized applications such as retrieval-augmented generation (RAG) [41, 42, 68–71] and
key-value (KV) caching [26, 28, 72–75].

On the other hand, we also propose a strategic integration of complementary interconnect solutions, specifi-
cally accelerator-centric interconnect link (XLink), an umbrella term encompassing both Ultra Accelerator Link
(UALink [76–78]) and NVIDIA’s NVLink/NVLink Fusion [79–83]. XLink technologies optimize latency-sensitive
intra-accelerator communication with high throughput and direct connections, but these technologies differ sig-
nificantly in deployment scope and compatibility: NVLink exclusively targets NVIDIA GPU clusters, while
UALink offers an open, Ethernet-based interconnect solution that may exclude NVIDIA GPUs. Meanwhile,
both NVLink and UALink typically utilize single-hop Clos topologies, restricting their scalability to rack-level
scale-up domains. To bridge this gap and integrate diverse accelerator clusters, we propose a hybrid architec-
ture, CXL-over-XLink, in which CXL serves as an inter-cluster fabric. By interconnecting accelerator clusters
composed of either NVLink or UALink via CXL fabrics, this architecture enables coherent memory sharing and
communication scalability beyond rack-level constraints. This approach can fundamentally reduce unnecessary
long-distance communication, including remote direct memory access (RDMA)-based data exchanges [84–87],
thereby providing scalable architectures tailored for modern AI infrastructures.

Upon establishing the CXL-over-XLink architecture, we further introduce a hierarchical memory structure to
efficiently address diverse latency and capacity demands of contemporary AI workloads. Specifically, we propose
integrating accelerator-local memory with lightweight, customized CXL interconnected together with XLink,
providing rapid and cache-coherent access to frequently used, latency-sensitive datasets. In parallel, large-scale
composable memory pools, connected via lightweight CXL interfaces, handle extensive datasets with relatively
relaxed latency constraints. By employing this hybrid memory approach in CXL-over-XLink, our proposed
architecture can effectively balance low-latency data access and scalable memory capacity, enhancing overall
performance at reduced costs within scale-up domains.

Lastly, to enhance scalability and optimize deployment at larger infrastructure scales, we investigate var-
ious hardware-level strategies including HBM, silicon photonics, and cost-efficient, tiered CXL memory im-
plementations. Note that recognizing structural similarities in communication and memory access patterns, we
extend our analysis to scientific computing applications, evaluating message passing interface (MPI)-based high-
performance computing (HPC) workloads [88–92]. These evaluations moreover illustrate the broad applicability
of CXL beyond strictly AI-focused tasks, highlighting its potential to enhance computational efficiency and
performance across diverse computational domains.

2. From RNNs to Transformers: Evolution in Sequence Modeling
The purpose of this section is to explain why AI, previously confined largely to research domains, has recently
transitioned into practical everyday applications. First of all, we introduce fundamental AI concepts in an
accessible manner, highlighting how contemporary models represent and process complex, high-dimensional
data, and describe how advancements in hardware acceleration have enabled this transition. To achieve this, we
discuss the progression of sequence modeling techniques, beginning with early Sequence-to-Sequence (Seq2Seq
[93–95]) frameworks, advancing through attention mechanisms, and progressing to Transformer architectures
[3, 6, 96], ultimately leading to modern Large Language Models (LLMs [46, 97–101]).

Specifically, in this section, we examine the practical importance and characteristics of time-series data,
introducing foundational concepts underlying the Seq2Seq framework. We then address the strengths and limi-
tations of early Seq2Seq implementations based on Recurrent Neural Network (RNN [102–105]), describing how
attention mechanisms resolved key shortcomings. Next, we explain how the Transformer architecture leveraged
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(a) 2D space. (b) 3D space. (c) 4D space.

Figure 1: Setting the decision boundary.

(a) Many parameters. (b) Gradient descent.

Figure 2: Minimizing the loss function.

advances in “parallel computing” and “hardware acceleration” to overcome scalability limitations of earlier ap-
proaches, enhancing AI’s applicability to real-world scenarios. Lastly, we outline how Transformers evolved into
LLMs and emphasize their implications for hardware infrastructure and scalability, both critical factors in their
widespread practical adoption.

2.1. Understanding Time-Series Data and the Sequence-to-Sequence Framework
Recent advances in AI technologies have achieved human-level accuracy across diverse real-world problems,
attracting broad attention and driving innovation in both industry and academia. Before discussing sequence
models, it is useful to briefly outline the foundational methods of AI model training and inference, particularly
regarding the handling of time-series data.

Brief overview of AI training and inference methods. To solve complex real-world problems, AI typ-
ically transforms input data into mathematical representations, such as numbers, vectors, or matrices mapped
onto coordinate systems of specific dimensions. As depicted in Figure 1, these transformed data representa-
tions allow the establishment of decision boundaries, which categorize input data into distinct groups based on
identifiable patterns. The training process involves the AI model navigating the parameter space to optimize
these decision boundaries, enhancing their clarity and effectiveness. Inference, conversely, refers to determining
the category of new inputs based on established decision boundaries, with accuracy measured by the similarity
between the model’s prediction and the actual outcome.

Determining a decision boundary during AI model training involves measuring how the predicted results
differ from true values, through a metric known as a loss function, which will be explained in detail shortly.
The optimal decision boundary minimizes this loss, resulting in high inference accuracy and effective resolution
of real-world problems. However, as real-world problems grow more complex, clearly separating data groups
in low-dimensional spaces becomes challenging. For instance, as illustrated in Figure 1a, a two-dimensional
plane (2D) may distinguish two groups easily using a simple linear boundary in ideal cases, but such simple
scenarios are uncommon in practice. To address this issue, AI models expand their parameter spaces into higher
dimensions, such as 3D and 4D (Figures 1b and 1c), allowing clearer and more precise representation of complex
data. Although the illustrated examples focus on a limited number of dimensions, modern large-scale AI models
use parameter spaces consisting of billions to trillions of dimensions [7, 25, 106–109]. These extensive parameter
spaces greatly enhance the models’ ability to solve previously intractable problems but also significantly increase
memory and communication requirements.

Defining effective decision boundaries also requires knowledge of the characteristics and roles of loss functions.
Commonly used loss functions include mean squared error loss [110–113] and cross-entropy loss [114–118], as
mentioned earlier. As illustrated in Figure 2, the goal of AI model training is to configure model parameters such
that the loss function achieves its minimum value. However, even when the dimensions of data representation
could be optimally determined, the sheer number of parameters in AI models often makes it impractical to
analytically find an exact minimum. Therefore, approximate algorithms such as gradient descent [110, 119–121]
are widely employed. Gradient descent starts from arbitrary initial parameter values and iteratively updates
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(a) Time-series data sequences. (b) Fundamental concept of Seq2Seq model.

Figure 3: Sequence-to-sequence (Seq2Seq) framework.

these parameters based on gradient information, moving toward lower loss values. The algorithm terminates
upon reaching a point where the gradient equals zero, indicating the minimum of the loss function.

Despite its effectiveness, gradient descent exhibits certain limitations. The step size, or the magnitude of
parameter adjustments, is important: excessively large steps can overshoot minima, while excessively small
steps prolong convergence. Moreover, initiating the search from arbitrary points may lead to convergence at
local minima rather than the global minimum. To address these limitations, various optimization techniques,
such as stochastic gradient descent (SGD [110, 122–128]) or adaptive moment estimation (Adam [129–133]),
have been developed, dynamically adjusting step sizes and search directions. Note that these optimizations,
while varied, ultimately share the common goal of adjusting the model parameters so that the loss function
reaches its minimum, which aligns with the aforementioned overall objective of AI training.

Early implementations and limitations: Recurrent neural networks. In practical AI applications,
input data encompass diverse modalities such as images, audio, video, and text. Despite these variations, many
real-world datasets possess temporal or sequential characteristics, which allow them to be generalized and
analyzed as time-series data. As shown in Figure 3a, transforming different types of input data into structured
numerical sequences enables AI models to capture temporal dependencies essential for accurate predictions
and sophisticated decision-making. Sequence modeling techniques have emerged specifically to handle these
structured sequences.

One influential model designed to address this requirement is the Sequence-to-Sequence (Seq2Seq) frame-
work. Introduced in 2014 [93], Seq2Seq remains fundamentally significant today as the foundation for many
advanced sequence modeling approaches. This section briefly describes its core structure. Specifically, the con-
cepts of Encoding, Ordering, and Decoding – essential for understanding Seq2Seq – are schematically illustrated
in Figure 3b and discussed below:

1. Encoding: The encoder (“projecting down”) compresses input sequences into concise numerical represen-
tations, known as latent vectors. These vectors can capture essential context and temporal relationships
within data, facilitating efficient sequence analysis.

2. Ordering: Maintaining sequential order within internal processing (“sequential processing”) ensures
each step incorporates context from preceding elements. This ordering preserves coherence and accuracy
throughout the generated outputs.

3. Decoding: The decoder (“projecting up”) reconstructs these internal representations into understandable
output sequences. It leverages context-rich latent vectors to generate coherent outputs, such as translations,
summaries, or predictive forecasts.

The encoder-decoder framework in Seq2Seq models handles sequences of varying lengths and complexities. By
compressing the entire input sequence into concise internal representations, the encoder ensures that contextual
and temporal information is preserved. The decoder then leverages these representations to generate accurate
and coherent output sequences, bridging the gap between complex data patterns and human interpretability.
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(a) Encoding process. (b) Decoding process. (c) Vanishing gradient.

Figure 4: RNN-based Seq2Seq architecture and limitation.

Thanks to this structured methodology, Seq2Seq models have become effective tools for various practical tasks,
including language translation, summarization, speech recognition, anomaly detection, and predictive analytics.

Initial implementations of Seq2Seq models relied on RNNs, which naturally handle sequential data. As shown
in Figure 4a, in RNN-based Seq2Seq architectures, the encoder’s primary role is to read and understand the input
sequence as explained previously. It achieves this by processing each data point sequentially and maintaining
an internal memory, known as the hidden state, which summarizes the essential context of previously seen data
points. At each step, the encoder combines the current data point with the previous hidden state through
mathematical operations involving non-linear functions (e.g., tanh and ReLU [134, 135]). These non-linear
functions enable the network to capture complex and non-linear relationships within the data. Without such
non-linear transformations, the network’s ability to model intricate patterns and temporal dependencies in
sequential data would be limited [136–138]. This sequential updating allows the encoder to preserve essential
context and information from all preceding data points, gradually summarizing the entire input sequence into
a condensed, meaningful internal representation.

As shown in Figure 4b, once the encoder completes this task of compressing the sequence, the decoder
reconstructs the summarized representation into a comprehensible and structured output sequence. The decoder
functions by generating output data points in a sequential manner, using not only the condensed hidden state
representation but also its previously generated outputs as inputs for each subsequent step. To perform this
reconstruction, the decoder employs fully connected (FC) layers [3, 139]. These FC layers are specialized neural
network layers designed to map abstract and compressed internal representations back into understandable, real-
world outputs. Each layer transforms the internal information into a clearer and more concrete form, allowing
the decoder to produce accurate and coherent sequences such as translations, summaries, or predictions.

Despite their initial success, RNN-based Seq2Seq models unfortunately faced serious limitations, which
are illustrated by Figure 4c. A prominent challenge is the “vanishing gradient problem [140, 141],” where
information from early sequence elements gradually diminishes during training, degrading the model’s ability
to capture long-range dependencies. Simply put, this is analogous to the human phenomenon of forgetting older
memories, or forgetfulness. In addition, due to their intrinsic sequential nature, RNNs cannot leverage parallel
computing technologies, limiting their scalability and computational efficiency. These constraints motivated the
development of more advanced architectures designed to overcome the shortcomings of RNNs by enhancing
long-range context retention and enabling parallel computation.

2.2. A Paradigm Shift in Sequence Modeling
Integration of attention mechanisms. To overcome the limitations of conventional RNN architectures,
especially the vanishing gradient problem and poor scalability, researchers introduced attention mechanisms
[3, 142, 143], marking a significant evolution in sequence modeling. The fundamental idea behind attention is
to allow the model to focus on the most relevant parts of the input sequence when generating each element
of the output. Instead of compressing the entire input sequence into a single fixed-size hidden state (as done
in traditional RNNs), attention mechanisms maintain access to all hidden states produced by the encoder and
selectively assign weights to them based on their relevance to the current decoding step.
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(a) Attention mechanism over RNNs. (b) Embedding layer. (c) Positional encoding.

Figure 5: Attention-based RNNs and Transformer architecture.

As shown in Figure 5a, at each decoding time step, the attention mechanism computes a similarity score
between the decoder’s current hidden state and each encoder hidden state. These scores are then normalized
to produce attention weights, typically using a softmax function [144–146]. The decoder uses these weights to
compute a weighted sum of the encoder hidden states, resulting in a context vector that captures the most
relevant information from the input sequence. This vector is then used, along with the decoder’s previous
outputs, to generate the next token in the output sequence. Here, a token refers to basic data units such as
words, subwords, or characters.

This process provides two main advantages. First, attention mechanisms allow models to retain and access
information from “any part of the input sequence”, regardless of its length. By eliminating the need to compress
all information into a fixed-size vector, this approach addresses the vanishing gradient problem and provides
models with robust, content-based memory, enabling efficient referencing of relevant sequence elements during
output generation [3, 142, 143, 147]. Second, attention enhances model interpretability. Attention weights indi-
cate which parts of the input the model focuses on when generating outputs, offering intuitive insights into the
reasoning and decision-making processes of complex models [148–150].

Unfortunately, despite these improvements, models that used attention mechanisms within RNNs still in-
herited the sequential nature of computation from their underlying architecture (i.e., ordering). Each time step
had to be computed in order, which limited the ability to leverage modern parallel processing hardware. This
motivated the development of fully attention-based architectures, culminating in the Transformer model, which
reshaped the landscape of sequence modeling.

From recurrence to parallelism: Transformer revolution. A major breakthrough in sequence modeling
occurred in 2017 with the introduction of the Transformer architecture [3], marking a fundamental departure
from the recurrent computational structure intrinsic to RNNs and conventional Seq2Seq models. Transformers
entirely abandoned recurrence, adopting instead a fully attention-based design. In particular, the Transformer
utilizes self-attention [151–155], which computes interactions among all positions within a sequence simultane-
ously. Unlike traditional attention mechanisms embedded within RNNs, self-attention independently calculates
attention scores across all sequence positions in parallel, without relying on previously computed states or se-
quential dependencies between positions. This independence arises because each position’s attention calculation
is based directly on fixed input representations, known as embeddings. By eliminating sequential processing
constraints, Transformers exploit modern parallel processing hardware, boosting computational efficiency and
scalability [43, 156, 157].
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(a) Multi-head self-attention mechanism. (b) Feed-Forward networks (FFNs).

Figure 6: Transformer layer operations: self-attention and FFNs.

This parallel processing capability is enabled by the Transformer’s embedding layers, which project discrete
tokens into high-dimensional continuous vector spaces. As shown in Figure 5b, these embeddings serve as
input representations for the model, enabling simultaneous processing of all tokens in a sequence. Unlike RNN-
based Seq2Seq models, which must process inputs sequentially due to their recurrent structure, Transformers
operate directly on embeddings in parallel. Each token’s embedding distinctly captures semantic meaning,
allowing the self-attention mechanism to relate tokens across the entire sequence in parallel; the details of
the self-attention will be explained, shortly. This simultaneous token-level interaction removes the step-by-step
dependency inherent in recurrent models, enabling full parallelization of computations across all tokens.

However, the removal of explicit sequential structure introduces a new challenge: Transformers lack a sense
of order in the input sequence, also referred to as “ordering”. In RNNs, the order is preserved due to their
sequential processing nature. To compensate for this, the Transformer introduces positional encoding, which
is a mechanism that injects information about the relative or absolute position of tokens directly into their
embeddings (cf. Figure 5c). These encodings are added to the input embeddings before they are processed by
the self-attention layers, ensuring that the model can distinguish between tokens based on their positions in
the sequence. Positional encoding can be implemented using fixed sinusoidal functions or learned embeddings
[158–160], both of which allow the model to capture sequence order while preserving the ability to compute in
parallel.

This combination of embedding-based input representation and positional encoding enables Transformers
to model long-range dependencies while fully leveraging parallel computation. As a result, the Transformer
architecture achieves superior performance and scalability compared to RNN-based models. It has become the
foundation for virtually all modern large-scale language models and sequence modeling tasks.

Self-attention and mixture of experts: Enhancing sequence understanding. The self-attention mech-
anism is a cornerstone of the Transformer architecture, enabling the model to simultaneously relate different
parts within a sequence. Unlike traditional attention mechanisms, which typically align separate input-output
sequences, self-attention directly computes interactions among tokens within a single sequence. As depicted in
Figure 6a, this intra-sequence interaction is facilitated by three distinct vectors, query, key, and value, each
derived from individual token embeddings through separate linear transformations using learnable parameter
matrices (W Q, W K , and W V ). Specifically, query vectors (Q) represent the information that each token seeks,
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Figure 7: Mixture of experts (MoE) architecture.

key vectors (K) denote information each token provides, and value vectors (V) encapsulate the actual content
shared by tokens. The self-attention process involves comparing each query vector with all key vectors us-
ing scaled dot-product operations, producing attention scores reflecting token similarities or relevancies. These
scores are scaled by the square root of the key dimension, ensuring numerical stability during training, and sub-
sequently normalized via a softmax function to yield attention weights. The context-aware representation for
each token is then computed as a weighted sum of all value vectors, with weights determined by these attention
scores.

Transformer architectures further enhance representational capability through multi-head attention [3, 161,
162] (or grouped query attention [163–165]), where several parallel self-attention computations (heads) operate
concurrently. Each attention head employs independent parameter matrices to generate distinct query, key, and
value vectors, enabling the model to simultaneously capture diverse relationships and nuanced token interactions.
This multi-head design broadens the model’s ability to capture complex and long-range dependencies, thus
enhancing overall model accuracy and contextual understanding without sequential processing constraints.

In addition, as shown in Figure 6b, Transformers incorporate specialized Feed-Forward Networks (FFNs)
within their architecture, distinct from the FC layers typically mentioned in classical neural networks. While
self-attention can capture the contextual relationships among tokens, each token representation requires further
refinement. To this end, FFNs apply separate, position-wise nonlinear transformations independently to each
token embedding, complementing the self-attention mechanism. Specifically, each FFN comprises two linear
transformations separated by a non-linear activation function (e.g., ReLU or GELU [135, 166]). The first linear
transformation projects input embeddings into a “higher” dimensional representation space, enabling the model
to capture complex, non-linear data patterns. The second linear layer subsequently projects these refined repre-
sentations back to the “original” dimensional space. Consequently, FFNs enhance the context-aware embeddings
produced by self-attention. As these FFN layers operate independently at each token position, they preserve
the inherent parallel processing advantages characteristic of the Transformer architecture.

Even though FFNs refine token-level representations produced by self-attention, further improvements in
handling diverse and complex data require increased model capacity and computational efficiency. To address
this, Transformers incorporate advanced structures such as the Mixture of Experts (MoE) architecture [40, 167,
168]. Figure 7 illustrates an overview of MoE, designed to enhance model capacity and efficiency. An MoE model
consists of multiple specialized neural networks, called experts, each trained to address distinct data types or
patterns. During inference, a gating network dynamically routes input tokens to selected experts according to
learned patterns, activating only the necessary experts to optimize computational resources. This selective expert
activation not only enhances computational efficiency but also improves model accuracy by enabling experts to
specialize in particular subtasks. As a result, MoE-based Transformers achieve high scalability, robustness, and
generalization, making them effective for large-scale and diverse datasets [40, 168–171].

Note that MoE enables high computational efficiency through parallel processing by multiple independent
experts, but aggregating the intermediate outputs of these experts necessitates significant inter-expert com-
munication. Moreover, because the aggregated MoE outputs serve as inputs for subsequent layers such as
self-attention, a sequential dependency exists; the self-attention can only begin processing once MoE aggrega-
tion is complete. As a result, efficient AI infrastructure design must include high-speed interconnects to facilitate
rapid communication and support this essential sequential processing order.
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Figure 8: LLM pre-training through parallel processing.

2.3. From Transformers to Large Language Models
The introduction of Transformers marked a pivotal shift in sequence modeling by replacing the recurrent com-
putations in RNNs with parallelizable self-attention mechanism. This innovation enabled models to concurrently
analyze relationships among all tokens in a sequence, accelerating computation and supporting the development
of deeper, more complex neural architectures. This transition also served as a critical turning point for the
widespread adoption of hardware accelerators such as GPUs, as the underlying computation patterns aligned
well with massively parallel hardware.

Massive-scale training and parameter optimization. Building upon the scalability of Transformers,
researchers developed LLMs, extending model capabilities by increasing their parameter counts and training
them extensively on massive and diverse datasets. Modern LLMs, exemplified by models such as GPT-4 Turbo
[97, 172] and Google’s Gemini [173, 174], can contain billions or even trillions of parameters. These parameters,
adjustable internal settings of neural network layers, are optimized during a comprehensive pre-training phase
involving vast textual datasets, including books, scholarly articles, websites, and social media content [6, 175,
176]. This pre-training commonly employs self-supervised learning [177, 178], an approach that enables models
to derive meaningful representations from unlabeled data in an automatic manner. Typically, this involves
predicting masked words, sentences, or segments from the given context. As shown in Figure 8, through extensive
pre-training, LLMs encode linguistic knowledge, contextual comprehension, syntactic and semantic nuances, as
well as general world knowledge directly into the model’s internal parameters, specifically within the self-
attention mechanism (query, key, and value vectors) and FFN layers (weights and biases).

Note that training LLMs requires intensive computation and significant parallel processing across many
GPUs [25, 179]. These demands increase further with optimization techniques like mixed-precision arithmetic,
distributed training across multiple nodes, and complex gradient synchronization. The parallel structure of
Transformers addresses these issues by handling large parameter sets and extensive datasets across multiple GPU
clusters in parallel. In contrast to the previous sequential models limited by recurrent operations, Transformers
fully utilize modern parallel processing hardware, enabling scalable training. However, large-scale training using
many GPUs typically takes weeks or even months of continuous operation [180–182]. This extended training
time arises from large memory requirements and frequent data synchronization among GPUs, highlighting key
infrastructure challenges related to scalability, memory capacity, and interconnect design.

Ensuring coherence and generalization. Many modern LLMs adopt an auto-regressive approach during
training and inference [18, 176, 183]. The auto-regressive method sequentially predicts each token based solely
on previously generated tokens, capturing the inherent sequential dependencies in linguistic data. Specifically,
when generating a sentence, the model determines each word using only prior context, without incorporating
information from subsequent tokens. This characteristic enables the auto-regressive approach to maintain logical
coherence and contextual accuracy even in the absence of future context.

Figure 9a illustrates the training process, in which the model learns to predict the next token based on
preceding tokens within the provided sequences. This sequential approach helps the model learn patterns in
grammar, syntax, and logical progression, modeling temporal dependencies and maintaining coherence within
generated texts. During inference, as shown in Figure 9b, auto-regressive models generate tokens one at a time.
Each new token then becomes part of the context for subsequent predictions. Although this sequential mechanism
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(a) Training with ground-truth tokens. (b) Inference using previously generated tokens.

Figure 9: Auto-regressive model workflow.

ensures coherent and contextually consistent outputs, it limits parallel computation, reducing inference speed
relative to parallelized generation methods.

Despite these computational constraints, auto-regression remains widely used due to its proven capability
to represent complex linguistic dependencies and produce accurate outputs, essential for high-quality language
generation tasks. To mitigate inference limitations, modern LLMs also emphasize their extensive pre-training
and strong generalization capabilities. By learning from large-scale and diverse textual datasets, these models
form comprehensive internal language representations, enabling flexible application to various downstream tasks,
often requiring minimal or no additional specialized training in a scenario known as zero-shot or few-shot learning
[106, 184, 185]. Such generalization expands the applicability of LLMs beyond traditional language tasks into
multimodal areas, including image generation, video synthesis, audio processing, and interactive conversational
systems.

Reducing redundancy and improving reliability in LLM inference. As LLMs have become widely
deployed across various applications, two critical techniques, Key-Value (KV) caching [3, 73, 74, 186] and
Retrieval-Augmented Generation (RAG) [41, 42, 69], have been developed to overcome significant computational
and accuracy-related challenges in LLM inference processes.

KV caching addresses computational inefficiencies inherent in the self-attention mechanism of LLMs. Due
to the auto-regressive inference approach, where each token generation depends on previously generated tokens,
LLMs must repeatedly calculate self-attention scores involving all previously processed tokens at every genera-
tion step. Without optimization, this results in redundant and repeated calculations, slowing inference speed.
As shown in Figure 10a, KV caching resolves this by storing the computed attention scores as key-value pairs
directly in GPU memory after their initial calculation. Once stored, these cached results can be directly reused
for subsequent inference steps without additional computation. This can reduce redundant computational over-
head and accelerate the inference process, particularly for longer input sequences. However, this efficiency gain
comes at the cost of increased memory demands. Depending on the model size, token length, and inference com-
plexity, KV caching can occupy between 30% and 85% of the available GPU memory [26–28, 187], considerably
intensifying memory utilization and often surpassing the capacity of individual GPU modules.

On the other hand, RAG targets the inherent limitation of LLMs known as model hallucinations [188, 189],
which are situations in which models produce plausible yet factually incorrect or contextually irrelevant outputs.
Such inaccuracies arise because LLMs rely exclusively on internal knowledge learned during their training
phase, lacking real-time or updated external context. RAG enhances model reliability by incorporating external
knowledge retrieval directly into the inference workflow. When an input query is received, a RAG-equipped
LLM first searches an external knowledge database, implemented as a specialized vector database [190–192] or
retrieval system [193–195], for contextually relevant information (cf. Figure 10b). This retrieved context is then
combined with the original input query, providing the model with accurate, externally verified information from

12



Compute Can’t Handle the Truth: Why Communication Tax Prioritizes
Memory and Interconnects in Modern AI Infrastructure

May 26, 2025

(a) Caching key-value pairs in GPU memory. (b) Searching external database.

Figure 10: Inference Optimization Techniques.

which to generate its final response. Although this can reduce hallucinations and improves factual correctness,
it introduces additional computational steps, including query embedding generation, similarity-based vector
retrieval, and subsequent integration of retrieved information into the inference process. Consequently, RAG
imposes computational complexity and requires significant memory capacity for maintaining large-scale vector
databases. Moreover, network latency and bandwidth become critical performance factors, as rapid and reliable
retrieval from external sources impacts response accuracy and inference latency.

Note that KV caching and RAG are all essential to address the crucial bottlenecks within LLM inference.
While KV caching optimizes inference speed by minimizing redundant computations within the self-attention
mechanism, RAG enhances output reliability and accuracy by leveraging external knowledge sources. Despite
of these advantages, deploying these inferencing techniques with LLM amplifies demands on GPU memory,
computational resources, network bandwidth, and storage infrastructure, further emphasizing the necessity for
highly scalable and composable data center architectures capable of supporting diverse and intensive LLM
workload requirements.

3. Scaling LLMs: Multi-Accelerator and Data Center Deployments
Modern data centers have evolved to handle diverse AI workloads, including recommendation systems [196–
198], ranking algorithms [199, 200], and vision models [201, 202]. However, LLM workloads uniquely stress
infrastructure due to their intense memory and communication needs. In this section we first examine how
fundamental LLM concepts map onto multi-accelerator systems. We then analyze architectural and modular
strategies adopted by contemporary data centers utilizing thousands of GPUs or accelerators. Throughout this
discussion, GPU and accelerator terms are used interchangeably.

At the end of this section, we discuss the limitations of tightly integrated CPU-GPU architectures, which
restrict scalability, flexibility, and efficient resource utilization. Addressing these constraints to meet large-scale
AI demands necessitates adopting modular, independently scalable designs for CPUs, GPUs, memory, and
networking components.

3.1. Mapping and Challenges of Deploying LLMs on Multi-Accelerator Systems
The exponential scaling of modern LLMs, particularly those based on Transformer architectures, surpasses the
memory and computational capabilities of individual GPUs [43, 44, 203]. This necessitates distributing large
models across multiple GPUs. Each GPU within these multi-GPU setups manages specific subsets of parameters
and computational tasks, enabling effective parallelization and distributed training.

Multi-GPU LLM training: Model partitioning, parallelization, and overheads. The primary chal-
lenge in multi-GPU LLM training is efficiently partitioning and synchronizing extensive model parameters,
activations, and gradients across GPUs, ensuring coherent and effective distributed computation.
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Figure 11: Transformer-based model partitioning and synchronization overhead.

Figure 11 illustrates the partitioning strategy and tensor synchronization across GPUs in Transformer-based
models, emphasizing the frequent exchange of outputs from both self-attention and FFN computations. The
self-attention mechanism within Transformer architectures computes interactions across all tokens in a sequence.
At first glance, it may appear that GPUs must generate and exchange partial query, key, and value vectors.
However, each GPU can independently compute self-attention using only its assigned partial vectors, enabled
by multi-head attention and grouped query attention, which partition one large attention layer into multiple
parallel smaller layers. Nonetheless, periodic synchronization of these computed vectors and their gradients
remains necessary to ensure global coherence and consistency across the distributed architecture [26, 204, 205].
This synchronization step is essential for accurate gradient computation and parameter updates, significantly
increasing demands on inter-GPU communication bandwidth and memory resources.

In addition to self-attention, Transformer architectures include FFN layers, which facilitate independent
token-level computations. Although FFN operations allow parallel execution, exchanging intermediate results
and synchronizing gradients across GPUs remain required during forward and backward passes [206–210]. Such
gradient synchronization necessitates frequent exchanges of intermediate gradient updates [211–213], further
elevating inter-GPU communication overhead.

Advanced parallelization techniques, such as pipeline parallelism and tensor parallelism [43, 45, 179, 214, 215],
also play crucial roles in distributed LLM training. Figure 12a visualizes pipeline parallelism by illustrating the
sequential “stages” of model execution, showing how each GPU cluster handles specific layers of the Transformer

(a) Pipeline parallelism (PP). (b) Tensor parallelism (TP).

Figure 12: Pipeline parallelism (PP) and tensor parallelism (TP) for transformer architecture.

14



Compute Can’t Handle the Truth: Why Communication Tax Prioritizes
Memory and Interconnects in Modern AI Infrastructure

May 26, 2025

Figure 13: Expert parallelism (EP) for mixture of experts (MoE) architecture.

model to optimize resource utilization. Pipeline parallelism divides the Transformer model into sequential stages,
with each stage processed on separate GPU clusters. Although this method increases available parallel compu-
tation, careful orchestration is required to minimize idle periods (pipeline bubbles [45, 179, 216–218]) caused
by inter-stage data dependencies. Stages must synchronize their data handoffs to ensure smooth operation and
maximum utilization of GPU resources. Pipeline parallelism is particularly effective for large models where the
computation within each stage can fully utilize individual GPUs [25, 43, 179].

On the other hand, tensor parallelism complements pipeline parallelism by partitioning large tensor opera-
tions, such as matrix multiplications, across multiple GPUs. This approach enables simultaneous computation
within layers, accelerating the processing of large tensor operations. However, tensor parallelism requires fre-
quent synchronization of partial results across GPUs, typically using collective communication operations such
as All-Reduce, All-Gather, and Reduce-Scatter [29, 53, 219–222]. These collective communication operations
enable GPUs to exchange and aggregate intermediate computational results, maintaining consistency across par-
allel computations. Figure 12b further illustrates tensor parallelism by depicting how large tensor computations
are distributed across GPUs, highlighting the critical role of collective communication operations in synchro-
nizing partial computations. Efficient implementation of tensor parallelism thus relies on optimized collective
communication algorithms and high-performance interconnect infrastructures to maintain low communication
latency and high throughput.

Furthermore, the adoption of dynamic computational strategies, exemplified by MoE architectures, adds
complexity to training workflows [171, 223]. Figure 13 shows the distribution of MoE expert modules across
GPUs, emphasizing how each GPU independently manages distinct subsets of data computations. MoE models
partition the network into multiple expert modules, each hosted on dedicated GPUs or GPU clusters. Each GPU
acts as an independent expert performing distinct forward and backward computations for specific input data
subsets [168, 224–226]. Input data sequences, represented tokens, are distributed across multiple GPUs based
on predetermined criteria or routing strategies. Tokens or token segments representing parts of sentences or
queries are allocated to GPUs according to the model’s expert selection policy. After tokens are assigned, each
GPU expert processes its designated computations individually. However, Transformer-based models require
aggregating outputs from multiple experts to generate meaningful predictions, leading to “frequent exchanges”
of intermediate results among GPUs. The figure illustrates the aggregation and synchronization process among
GPUs in MoE architectures, showcasing the intensive exchange of intermediate computational results required
for maintaining global model consistency. Regular aggregation and synchronization of gradients across experts
are essential to maintain global model consistency. Consequently, MoE training escalates inter-GPU communi-
cation demands, requiring sophisticated high-bandwidth, low-latency interconnect infrastructures.

Multi-GPU LLM inference: Optimization techniques and challenges. In contrast to the training
phase, inference is primarily known to emphasize computational speed and real-time responsiveness [227–229].
However, recent optimization techniques [230–232] for inference workloads have shifted part of the performance
emphasis from pure computation toward increased memory capacity and inter-GPU communication bandwidth.
These shifts result from advanced methods designed to reduce redundant calculations and enhance contextual
accuracy, introducing substantial new system-level challenges.
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(a) KV caching for token reuse across GPUs. (b) RAG execution with large-scale retrieval integration.

Figure 14: Communication and memory overhead in KV caching and RAG inference.

Figures 14a and 14b show inter-GPU communication and external data access patterns for inference op-
timizations such as KV caching and RAG, respectively; as shown in Figure 14a, KV caching exemplifies this
shift by storing previously computed key and value vectors directly within GPU memory. While this technique
reduces redundant computation, leading to significantly faster inference, it substantially elevates GPU memory
demands [30, 75]. As models and context windows scale, KV caches become massive, often requiring careful
partitioning and frequent synchronization across GPUs [74, 233]. As a result, this places intensive pressure on
memory management strategies and dramatically increases inter-GPU communication overhead to maintain
cache coherence and efficiency.

On the other hand, as illustrated in Figure 14b, RAG further intensifies demands on both memory and
communication resources. By incorporating external knowledge bases into inference, RAG improves the accuracy
and contextual relevance of outputs [68, 234–236]. However, it requires GPUs to execute rapid, frequent queries
to external databases, swiftly retrieve relevant data, and seamlessly integrate this external information into
ongoing computations. These operations drastically increase memory usage to temporarily store the retrieved
data, and place heightened demands on network bandwidth and low-latency communication infrastructure
[41, 68, 237], complicating system design and performance optimization.

Note that auto-regressive inference methods also impose additional memory and interconnect-related con-
straints. Due to the sequential dependency inherent in token generation, each prediction explicitly relies on
previously generated tokens, severely restricting parallel execution. Consequently, GPUs must exchange inter-
mediate computational results as soon as possible and maintain synchronization across inference steps. This
sequential dependency not only limits achievable parallelism but also escalates inter-GPU communication traf-
fic, thereby intensifying demands for low-latency and high-throughput network connectivity and sophisticated
memory management solutions to mitigate GPU idle times.

Considering all these factors, both training and inference workloads of modern LLMs increasingly emphasize
memory capacity and inter-GPU communication infrastructure. Training requires sophisticated model parti-
tioning, frequent synchronization, and advanced parallelization techniques due to parameter and activation
sizes exceeding GPU memory capacities. Similarly, inference optimizations such as KV caching, RAG, and
auto-regressive methods reduce redundant computations but further amplify memory usage and inter-GPU
synchronization overhead. Therefore, modern AI infrastructures must adopt flexible architectures that effi-
ciently manage memory and communication resources in addition to computational performance, addressing
the comprehensive needs of contemporary LLM workloads.

3.2. Scaling Multi-Accelerator Systems: Scale-up and Scale-out
Addressing inter-GPU communication challenges in multi-GPU training and inference requires sophisticated
hardware interconnect and network solutions tailored to varying performance and scalability requirements.
Two primary architectural strategies, scale-up and scale-out, are commonly adopted to handle these different
operational scenarios. Generally, scale-up architectures utilize high-speed “interconnects” such as NVLink [79,
80], NVLink Fusion [82, 83], UALink [76, 77], and CXL, while scale-out architectures employ high-bandwidth,
“long-distance networks” like Ethernet [238–240] or InfiniBand [241–243].
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(a) Scale-up and scale-out strategy for multi-gpu deployment. (b) Interconnected GPU clusters via network fabric.

Figure 15: Scale-up vs. scale-out and networked GPUs.

Scale-up architecture: High-speed direct interconnect. Figure 15a compares scale-up and scale-out
GPU interconnect architectures for multi-GPU deployments. The scale-up strategy tightly couples a limited
number of GPUs using specialized high-speed, accelerator-centric interconnects. These direct, high-bandwidth
connections optimize data transfer efficiency, which is particularly beneficial for workloads involving frequent
and intensive data exchanges within closely integrated GPU clusters. Scale-up solutions are advantageous for
tasks requiring maximum intra-node communication speed and minimal latency, thereby significantly improving
performance for computationally intensive scenarios such as training, real-time inference, and GPU-heavy AI
operations.

Prior to the emergence of LLMs and the latest generation of data center architectures, the number of GPUs
requiring these closely integrated direct interconnects was limited. However, as models grow more complex
and data volumes increase significantly, the number of GPUs needing such connectivity is rising exponentially.
Furthermore, many optimization techniques for LLMs now require high-speed, low-latency data exchanges and
consistent I/O data sharing. Consequently, there is a growing trend in modern data centers to deploy more
GPUs per rack, aiming to enhance computational efficiency, reduce communication overhead, and lower the
total cost of ownership (TCO). For example, NVIDIA has introduced a new architecture, featuring compact
and liquid-cooled node units designed specifically for high-density GPU deployments. These nodes utilize high-
speed NVLink and NVSwitch interconnects to tightly integrate up to 72 GPUs per rack. This type of direct
interconnect designs enhances computational throughput, optimizes inter-GPU communication efficiency, and
improves thermal management, thereby reducing operational complexity and lowering the TCO.

Scale-out architecture: Long-distance network interface. In contrast, the scale-out approach is designed
for extensive, data center-scale deployments that may involve thousands of GPUs distributed across multiple
racks or nodes. This strategy enables broader scalability and more flexible resource management. Scale-out
architectures mainly utilize “long-distance” network-based fabrics, relying on network interface cards (NICs) and
RDMA-enabled communication protocols for GPU-to-GPU interactions [244–246]. As illustrated in Figure 15b,
GPUs are organized into clusters that are interconnected via network fabrics, allowing for modular and dynamic
system configurations.

While long-distance network fabrics provide excellent scalability, flexibility, and potentially higher aggregate
bandwidth, they unfortunately introduce additional overhead. This overhead arises from complex hardware
designs, sophisticated network protocols, and software-mediated communications. Specifically, data serializa-
tion and deserialization, network protocol processing, and software-level interactions significantly increase com-
munication latency compared to tightly coupled, hardware-based scale-up architectures. Therefore, carefully
evaluating these trade-offs between scale-up and scale-out architectures is essential when designing large-scale,
distributed AI systems to ensure performance and efficiency objectives are effectively achieved.

On the other hand, CPUs still play a crucial supporting role in GPU-centric AI infrastructures for both scale-
up and scale-out systems. While GPUs handle primary computational tasks, CPUs provide system orchestration
capabilities, managing GPU coordination, data transfers, and network interfaces. Each GPU or GPU cluster
thus integrates one or more CPUs and NICs as fundamental components. In the past, there have been various
approaches toward resource disaggregation, similar to those presented in this technical report. However, com-
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Figure 16: Hierarchical data center architecture.

plete physical resource disaggregation has not been fully realized because CPUs should act as host processors,
managing the bus interfaces and memory controllers that interface directly with GPUs or accelerators. Instead,
recent industry trends emphasize tighter integration within single nodes or adopt modular scaling methods. An
illustrative example of such node-level integration is NVIDIA’s latest GPU model (Grace Blackwell), which will
be further examined in the subsequent subsection.

3.3. Large-Scale AI Infrastructure: Hierarchical Data Center Architecture with
Blackwell Instances

Real-world data centers in practice adopt hierarchical architectures to support diverse workloads and varying
infrastructure demands. As shown in Figure 16, these hierarchical designs integrate computational and network-
ing resources across multiple abstraction levels, which are namely, nodes, racks, rows, floors, and entire buildings
[247–251]. Specifically, node-level components form the foundational computing units, which are further ag-
gregated into racks to enhance computational density and interconnectivity. Subsequently, racks are organized
into rows and then systematically expanded into floor-level structures, forming integrated building-scale deploy-
ments.

In the following subsections, we detail each hierarchical level, starting with the fundamental node configu-
rations and gradually progressing toward comprehensive building-level integration. To illustrate practical node
configurations, we reference NVIDIA’s recent Grace Blackwell architecture [31, 39, 47–49, 252] as a representa-
tive example of contemporary designs. The Blackwell architecture introduces notable hardware enhancements,
such as increased high-bandwidth memory (HBM [35–37, 253]) capacity per GPU and closer CPU-GPU in-
tegration, directly addressing key challenges including memory management, inter-GPU communication, and
computational coordination. While Blackwell provides specific context, our primary emphasis remains on the
broader understanding of general data center architectures, which highlights their respective advantages and
limitations.This structured discussion lays the groundwork for exploring advanced designs in the following sec-
tions.

Node- and rack-level configuration: Hierarchical integration of CPU-GPU modules. The funda-
mental building block of modern AI data centers is the “compute node”, an integrated computational unit
comprising CPUs, GPUs, memory, and network interfaces. Figure 17a illustrates a representative node setup
using the GB200 configuration as an example. Specifically, each GB200 integrates one high-performance ARM-
based CPU with 72 cores and two GPUs, tightly coupled via NVLink chip-to-chip (C2C) interface [33, 254].
Each GPU contains approximately 192 GB of HBM3e, delivering bandwidths up to 8 TB/s per GPU [252, 255],
supporting large-scale AI models and inference workloads. In addition, the CPU provides up to 480 GB of
LPDDR5X DRAM [255, 256], which maintains low-latency and unified memory communication with GPUs via
NVLink C2C, achieving approximately 900 GB/s of bandwidth [33, 254, 257]. This tightly integrated design
results in a memory-unified computational domain within each GB200.

Each compute node also integrates advanced NICs to enable high-speed connectivity with external network
fabrics. Common examples of the NICs include NVIDIA’s BlueField data processing units (DPUs) [258] and
ConnectX adapters [259, 260], which are directly installed within individual nodes. These NICs provide hardware
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(a) Blackwell architecture (GB200 module). (b) A compute node setup with two GB200 modules.

Figure 17: Node-level configuration of GB200.

acceleration for networking functions, support high-bandwidth communication (typically 400 to 800 Gb/s per
node), and enable RDMA capabilities for high-throughput data transfers. The integration of such NICs within
a node ensures that every computational unit can participate in data center-scale networking, supporting both
internal cluster operations and communication with broader network fabrics. Note that, as shown in Figure 17b,
a compute node can contain two GB200 modules (two CPUs and four GPUs), packaged into compact 1U or 2U
form factors optimized for dense rack-level deployments [39, 261].

At the rack level, multiple compute nodes aggregate into high-density computational clusters. Figure 18a
illustrates a representative rack-level architecture, using the GB200-based configuration as a concrete example
to clarify typical design choices. In this example, nodes interconnect via rack-scale internal interconnect fabrics
(e.g., NVLink and UALink). A standard rack can accommodate up to 36 GB200 modules, collectively compris-
ing 72 GPUs and 36 CPUs [39, 47]. Internally, all GPUs within the rack are interconnected using dedicated

(a) Internal connectivity through NVSwitch. (b) External connectivity through ToR switch.

Figure 18: Rack-level configuration of NVL72.
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(a) Row-level configuration. (b) Floor-level configuration.

Figure 19: Row and floor-level configuration.

internal interconnect switches (e.g., NVSwitches [262, 263]) carefully distributed across the rack. Such internal
interconnects provide high-bandwidth, low-latency communication, ideal for workloads requiring intensive intra-
rack data transfers such as large-scale model training and real-time inference tasks. This internal connectivity
thus creates an efficient, “scale-up domain” within each rack.

Simultaneously, as illustrated in Figure 18b, each node within the rack connects directly to top-of-rack (ToR)
network switches. The ToR switches aggregate traffic from all internal nodes and manage external connectivity,
typically at bandwidths ranging from 400 to 800 Gb/s. ToR switches are positioned at the rack’s upper portion,
managing node-level network communication, reducing cable complexity, and minimizing latency for external
network interactions. By simplifying cable management, this configuration can improve operational efficiency
and scalability.

To enable the seamless expansion of data center infrastructure beyond the confines of a single rack, ToR
switches are equipped with uplink ports that connect to higher-level, long-distance network infrastructures, such
as aggregation switches [264, 265] or leaf switches [266, 267] within a spine-leaf topology [267–269]. Through
these hierarchical connections, ToR switches play a pivotal part in scaling networks to encompass multiple
racks, rows, floors, and ultimately entire buildings, as will be discussed shortly. Note that ToR switches not
only facilitate immediate rack-level communication but also act as the bridge to higher tiers of the data center
network. Thus, ToR switches serve a dual role: aggregating and optimizing internal rack-level communication and
providing flexible, high-bandwidth connectivity for scalable expansion across larger data center deployments.
The combined use of intra-rack interconnects such as NVLink and external network connectivity via ToR
switches forms a critical infrastructure in modern AI system design, simultaneously addressing GPU performance
and scalability demands, yet also introducing inherent scalability limitations.

Row and floor-level configurations: Scaling infrastructure. In modern data center architectures, ded-
icated network racks, distinct from compute racks, serve as centralized aggregation points within each row.
These network racks house aggregation switches or spine-leaf switches that interconnect the ToR switches of
multiple compute racks in the same row, forming the backbone of intra-row communication. Figure 19a illus-
trates a typical row-level configuration in modern data centers, showing multiple compute racks connected to
these network racks via InfiniBand or Ethernet switches [270, 271]. Each row consists of several compute racks,
each containing densely packed compute nodes, and one or more centrally positioned network racks dedicated
to switching and aggregation.

As shown in the figure, the network racks located within the row (often at the center or end) are also pop-
ulated with high-bandwidth switches, such as InfiniBand (Quantum-2) [272] or Ethernet (Spectrum-X) [273],
which aggregate and route traffic between all compute racks in the row. These switches support extensive band-
width capacities, typically ranging from 200 to 800 Gb/s per port, enabling efficient data exchanges among the
compute racks. By centralizing the switching infrastructure within dedicated network racks, cable management
is simplified, network latency is minimized, and scalability is enhanced, as additional compute racks can be
seamlessly added and interconnected through the aggregation switches.
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(a) Building-level configuration. (b) Multi-tier spine-leaf data center topology.

Figure 20: Overall data center topology and building configuration.

While such row-level communication structures have assisted in scaling data centers by aggregating existing
nodes and racks, recent operational environments handling large models and extensive data, such as LLMs,
introduce several structural limitations, particularly related to high-speed inter-GPU synchronization. As the
frequent synchronization required among GPUs significantly reduces GPU utilization, strategic infrastructure
planning at the row level is becoming increasingly critical for ensuring the stability and performance of large-
scale AI workloads. In this technical report, we emphasize the importance of both inter-row and intra-row
communications, which are currently managed by scale-out architectures. However, this emphasis also sets the
stage for further exploration into potential enhancements through scale-up architectures.

On the other hand, the transition from row-level to floor-level configuration represents a critical step in scaling
data center infrastructure. Specifically, optimizations at the row-level (e.g., efficient intra-row networking, orga-
nized cable management, and streamlined thermal strategies) must be cohesively integrated across multiple rows
at the floor-level. Typically, floor-level configurations interconnect multiple rows, forming grid-like layouts to
optimize spatial efficiency and inter-row connectivity [248, 274]. For instance, a single floor generally aggregates
several rows, each containing approximately 20 to 30 racks, resulting in coordinated management of hundreds
of racks. Figure 19b illustrates such a floor-level arrangement, emphasizing the coordinated interconnections
between rows to facilitate efficient data flow and resource sharing. At this scale, spatial organization, efficient
inter-row networking, and comprehensive infrastructure management become crucial. In addition, careful design
considerations for scale-up and scale-out domains, based on the characteristics of specific interconnect and net-
work technologies, are essential. Due to the hardware layout characteristics of data centers, frequent inter-row
and intra-row communications occur, driven primarily by synchronization requirements for parallel GPU and
accelerator processing or memory access data exchanges. Currently, however, most of these row-level commu-
nications rely on scale-out domain connections, resulting in relatively high overhead during data transfers. In
a subsequent section, we will discuss various strategies to enhance scale-up architectures, enabling low-latency,
high-speed intra-row and inter-row communications.

Note that advanced thermal and power management solutions, such as liquid-cooling distribution units
[275, 276] and power distribution units [277–279] integrated at the row or rack level, are also important for
dissipating heat from densely packed computing nodes. These strategies collectively ensure stable operating
conditions, minimize performance degradation, and enhance the overall reliability and efficiency of large-scale
AI infrastructure deployments.

Building-level integration: From AI infrastructure formation to campus-scale. As illustrated in
Figure 20a, building-level integration represents the highest tier of hierarchical data center organization, in-
terconnecting multiple floors, each composed of interconnected rows and racks, into unified, large-scale AI
infrastructure. At this scale, managing coherent resource allocation, data movement, and network coordination
across thousands to tens of thousands of GPUs distributed over multiple floors poses significant operational
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(a) US site area sum per hyperscaler. (b) Number of hyperscaler’s data centers.

Figure 21: Hyperscaler’s site area and data center count.

complexities. For instance, modern large-scale deployments often connect multiple floors using long-distance
network technologies, logically enabling extensive GPU integration across buildings [280–282].

However, scaling infrastructure to the building-level introduces unique challenges beyond those encountered
at lower hierarchical levels. Specifically, communication between floors increases network latency and congestion,
often limiting practical GPU utilization to approximately half of the theoretical peak performance [32, 247, 283].
In typical, building-level integration employs hierarchical network topologies, such as multi-tier spine-leaf or
multi-level fat-tree architectures, interconnecting multiple floors to balance communication load, reduce latency,
and manage congestion effectively (cf. Figure 20b). Moreover, handling power distribution, thermal conditions,
and fault tolerance across multiple floors presents additional difficulties that further complicate operational
efficiency [284, 285]. To mitigate these challenges, automated monitoring and centralized resource management
systems become indispensable, providing real-time visibility into computational loads, network performance,
thermal management, and hardware status.

Unfortunately, despite these sophisticated management strategies, fundamental communication bottlenecks,
such as inter-GPU synchronization overhead and extensive data movement across hierarchical layers, remain
structurally unavoidable. These persistent communication challenges structurally constrain scalability and effi-
ciency. Addressing these communication constraints therefore requires a new type of interconnect architectures
and composable system designs, which will be explored in depth in the following sections.

Note that multiple building-level structures collectively form campus-scale infrastructures that support large-
scale data center deployments. For context, Figures 21a and 21b illustrate the current scale of data centers
operated by major hyperscalers, including Microsoft, Meta, Google, and Amazon, in response to growing demand
for AI infrastructure. Figure 21a shows the total site area of U.S.-based data centers for each company, including
planned facilities projected to be completed by 2027 [286]. Figure 21b presents the number of data centers as
defined by each hyperscaler [287–291].

To convey the scale of these deployments, Meta’s total site area reaches approximately 42 million m2,
equivalent to about 5,300 standard soccer fields. Microsoft operates nearly 400 data centers worldwide, while
AWS and Google manage between 200 and 300 centers. Meta maintains around 30 centers, but each facility is
significantly larger in area, resulting in a total site footprint comparable to that of the other hyperscalers. Meta’s
infrastructure emphasizes large-scale, high-density design, prioritizing capacity and operational efficiency. These
differences reflect varied infrastructure scaling strategies, which in turn influence the architectural complexity
and efficiency of each hyperscaler’s deployment model.

3.4. Constraints and Challenges in GPU-Integrated AI Infrastructure
Beyond compute: Why GPU parallelization faces fundamental constraints. So far, we have discussed
hierarchical data center architectures exemplified by the Blackwell configurations, which scale computational
resources from nodes to entire buildings, integrating thousands to tens of thousands of GPUs. However, despite
such architectural scalability, GPU parallelization encounters intrinsic constraints caused by memory limita-
tions and unavoidable communication overheads. As discussed previously, modern LLM workloads exceed the
memory capacities of individual GPUs due to extensive model parameters, large intermediate states generated
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by attention mechanisms, and sizable activation data. As a result, partitioning computations across multiple
GPUs is unavoidable, but each parallelization approach introduces critical performance trade-offs related to
inter-GPU synchronization, communication overhead, and operational complexity.

Specifically, model parallelism distributes model parameters across multiple GPUs, addressing memory ca-
pacity constraints but introducing frequent and intensive inter-GPU synchronization overhead. Similarly, data
parallelism duplicates the entire model across GPUs for parallel batch processing, yet the collective synchro-
nization operations (e.g., All-Reduce) impose significant communication overhead, limiting GPU utilization to
approximately 35–40% of theoretical peak performance [292–297]. Pipeline parallelism segments models sequen-
tially across GPUs to accommodate larger models, but inter-stage data transfers cause pipeline bubbles (GPU
idle periods), restricting utilization to about 50% [25, 45, 179, 216, 298]. Even hybrid approaches, combin-
ing multiple parallelization strategies, cannot fully mitigate the inherent communication overhead intrinsic to
multi-GPU environments.

Critically, these structural bottlenecks persist despite advances in modern hardware architectures. While
the hardware innovations (featuring high-bandwidth NVLink, increased HBM3e memory capacities, and inte-
grated CPU-GPU designs) partly reduce communication latency and improve overall throughput, they cannot
eliminate synchronization overhead and complexity in memory management, which are all intrinsic. Thus, the
structural limitations of existing GPU parallelization methods, rooted deeply in communication overhead and
synchronization requirements, remain key challenges. Addressing these intrinsic bottlenecks is essential for the
future optimization and architectural evolution of AI infrastructure.

Rethinking resource integration: Limitations of coupled CPU-GPU deployments at scale. Tightly
integrated CPU-GPU modules, as exemplified by the Blackwell architecture, provide performance benefits for
specific computational tasks. However, deploying such tightly coupled resources across large-scale data cen-
ters presents critical constraints in terms of scalability, flexibility, and operational efficiency. Specifically, these
integrated modules enforce rigid resource coupling, restricting the independent scalability of computational,
network, and memory resources.

In large-scale AI environments, this tightly coupled approach exacerbates two primary challenges: significant
inter-node communication overhead and inflexible memory allocation. Each CPU-GPU node requires dedicated
network connections for inter-node data transfer and synchronization, causing network complexity and commu-
nication overhead to escalate linearly with system size. This direct, tightly coupled network topology notably
increases latency and synchronization delays among GPUs, degrading performance, for communication-intensive
tasks such as LLM training and inference.

In addition, the rigid CPU-to-GPU ratio dictated by integrated modules (e.g., one CPU per two GPUs in
GB200/300) often results in underutilized CPUs as the infrastructure scales, leading to inefficient resource use
and unnecessary operational costs. Moreover, fixed memory binding within these modules prevents independent
memory scaling, forcing proportional increases in memory capacity with node additions. This inflexibility causes
either severe memory underutilization or insufficient memory capacity, thus restricting the effective handling of
varying AI workloads.

Lastly, tightly coupled CPU-GPU modules inherently complicate maintenance and upgrades. Component-
level failures necessitate replacing entire modules, increasing downtime and operational expenses. Furthermore,
integrated architectures limit the timely incorporation of technological advancements, as simultaneous CPU-
GPU upgrades are typically required, reducing system agility and delaying modernization efforts.

These structural and operational constraints highlight the fundamental limitations of integrated CPU-GPU
modules for meeting the dynamic demands of large-scale AI deployments. To address these critical bottlenecks,
future data center architectures must adopt modular, independently scalable designs for CPUs, GPUs, memory,
and network resources. Such disaggregated approaches will ensure scalability, operational flexibility, and efficient
resource utilization at data center scale [299–303].

4. Leveraging CXL for Diverse AI Performance Metrics
Modern AI infrastructures, particularly those supporting large-scale LLM deployments, must concurrently sat-
isfy multiple distinct performance metrics, including i) computational throughput, ii) model size, iii) memory
bandwidth, iv) memory capacity, v) network bandwidth, vi) latency sensitivity, and vii) overall system scal-
ability. As shown in Figure 22, these performance dimensions exhibit varying relative importance depending
on specific operational scenarios, highlighting the dynamic and workload-specific nature of AI infrastructure
demands [87, 304–308].
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Figure 22: Relative importance of performance metrics across different operational scenarios.

To illustrate these varying requirements, we analyze distinct workload scenarios, including LLM training
[309, 310], the prefill and decode phases of LLM inference [309, 311], and RAG workloads [70, 71, 312], each
emphasizing different combinations of these performance metrics. This analysis reveals that no single architec-
tural configuration can optimize all metrics across these diverse scenarios. Addressing these multidimensional
and evolving performance demands necessitates modular, composable architectures capable of scaling compu-
tational, memory, and network resources.

We advocate that Compute Express Link (CXL) technology can address this requirement by enabling re-
source disaggregation and dynamic composability, thereby providing the flexibility necessary to adapt and
efficiently scale resources according to specific AI workload characteristics. In this section, we first discuss the
challenges of meeting multidimensional requirements in modern AI infrastructures. We then provide the back-
ground by reviewing the evolution of various CXL specifications, emphasizing their architectural developments
and their implications for meeting diverse AI infrastructure requirements. Finally, we propose CXL-enabled
tray designs and rack architectures tailored to these diverse AI infrastructure scenarios, enabling concurrent
optimization of multiple performance metrics across dynamically evolving workloads.

4.1. Key Challenges in Simultaneously Optimizing Performance Metrics
To facilitate understanding, we categorize factors influencing the previously mentioned seven performance met-
rics into four primary groups based on the characteristics of different ML workloads. These groups are compu-
tational throughput, memory (capacity and bandwidth), network communication, and latency sensitivity. This
subsection first explains why each of those groups is important in running the different workloads and then
examines why conventional data center architectures have difficulty optimizing these interconnected dimensions
in parallel.

Computational throughput. For computational throughput, modern LLM training requires extremely large
model sizes, involving tens to hundreds of billions of parameters, to achieve adequate expressive power and su-
perior generalization capabilities. Specifically, large models capture complex linguistic relationships and subtle
contextual nuances, exhibiting emergent capabilities, such as advanced reasoning and improved context com-
prehension, which smaller models fail to deliver. For instance, models adopting MoE architectures significantly
amplify parameter counts, often into the trillions, by selectively activating specialized expert networks per input
token, thus achieving enhanced model capacity and performance. To manage and process these vast parameter
sets within practically acceptable timeframes, computational throughput is the matter, and to get high com-
putational throughput, substantial parallelization across thousands of GPUs becomes essential. However, as
discussed earlier in Section 3.4, deploying large-scale GPU clusters introduces frequent synchronization events,
particularly during collective operations, such as gradient aggregations and expert network activations unique to
MoE structures. These intensive collective communication patterns escalate network bandwidth demands, creat-
ing critical performance bottlenecks. Therefore, practical GPU utilization in realistic training scenarios remains
limited, achieving less than half of theoretical peak performance due to synchronization-induced overheads and
network congestion [25, 179, 216, 294, 313, 314].
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Figure 23: Competing constraints of performance dimensions

Memory capacity and bandwidth. The memory capacity and bandwidth are equally important and rep-
resent critical bottlenecks. The exponential growth of model parameters and intermediate activations in modern
LLMs, reaching tens to hundreds of billions of parameters, results in memory requirements exceeding hundreds of
TBs during training. In practice, model parameters, intermediate activations, optimizer states, gradient buffers,
and related metadata must reside concurrently in memory, amplifying overall memory demands [21, 22, 315].
These extensive memory requirements considerably surpass the local GPU memory capacity, ranging from tens
to a hundred GB in contemporary architectures. Hence, traditional architectures that tightly couple CPUs
and GPUs with fixed memory configurations restrict independent scaling of memory resources, limiting their
ability to accommodate massive, multi-hundred-TB-scale memory demands. Moreover, workloads leveraging
memory-intensive optimizations, such as KV caching and RAG, frequently initiate large-scale memory trans-
actions, exacerbating memory bandwidth constraints. As a result, architectures optimized for computational
throughput ironically become inadequate for supporting sustained, high-bandwidth memory traffic, leading to
significant inefficiencies and performance degradation.

Network communication. Efficient network communication is indispensable as sophisticated parallelization
strategies distribute workloads across multiple nodes. Conventional tightly integrated architectures predomi-
nantly optimize intra-node (and intra-rack) computational capabilities while overlooking extensive inter-node
(and inter-rack) communication demands emerging at large scales. As parallelization expands across many
nodes, the frequency and volume of inter-node communication grow substantially, often becoming several to
tens of times larger than the actual GPU-resident data, surpassing available network bandwidth. For instance, as
discussed previously, GPUs collectively manage intermediate activations, optimizer states, and gradient updates
totaling hundreds of TBs per iteration in large-scale LLM training scenarios. The required inter-GPU commu-
nication arising from frequent synchronization of attention vectors, gradients, and KV caches can escalate to
PB-scale data transfers per iteration, exceeding original GPU-resident data sizes and even at rack-scale. As a
result, traditional architectures encounter severe network bottlenecks, impeding efficient GPU synchronization
and effective scaling across large-scale data center deployments. Note that the immense communication overhead
and challenges again underscore the critical importance of scalable, high-bandwidth, low-latency interconnect
infrastructure.

Latency sensitivity. The latency sensitivity introduces critical challenges, particularly during inference
phases such as decode operations in auto-regressive scenarios. Real-time AI workloads require low-latency re-
sponses, mandating exchanges of intermediate computational results among GPUs with precise synchronization

25



Compute Can’t Handle the Truth: Why Communication Tax Prioritizes
Memory and Interconnects in Modern AI Infrastructure

May 26, 2025

Figure 24: Relocation of memory controller in CXL.

as soon as possible. However, conventional infrastructures incur significant latency from frequent intermediate
data movements across nodes and additional software overhead introduced by traditional communication stacks
(e.g., Ethernet or InfiniBand). Specifically, network-based connection technologies involve substantial software
overhead due to frequent privilege mode transitions of an operating system (e.g., kernel/user mode switches),
redundant memory copy operations, interrupt handling, and protocol processing. These software-induced over-
heads typically increase latency by tens to hundreds of times compared to hardware-only operable interconnects
such as CXL or NVLink, limiting achievable performance and scalability. This inherent latency restricts conven-
tional architectures from meeting real-time responsiveness requirements, thereby constraining their applicability
to latency-sensitive AI inferences.

These four performance dimensions (i.e., computational throughput, memory capacity and bandwidth, net-
work communication, and latency sensitivity) involve competing constraints, making simultaneous optimization
challenging (cf. Figure 22). Specifically, as shown in Figure 23, increasing computational throughput by exten-
sive GPU parallelization intensifies demands on network bandwidth, exacerbating synchronization overhead.
Likewise, enhancing memory capacity to accommodate massive parameter sets and activations introduces ad-
ditional complexity and latency overhead due to frequent coherent data exchanges across nodes. Consequently,
conventional architectures characterized by tightly integrated CPU-GPU modules lack the flexibility to scale
compute, memory, and networking resources independently. This rigid coupling leads to suboptimal resource
utilization and constrained overall system performance.

To address these architectural limitations, we believe that future AI data centers are required to adopt
composable architectures enabling modular and independent scaling across compute, memory, and network-
ing domains. CXL emerges as a practical solution, offering advanced features such as resource disaggregation,
dynamic composability, and coherent memory pooling. By physically decoupling memory resources from process-
ing units and facilitating direct cache-coherent access, CXL can also reduce latency, minimize synchronization
overhead, and enhance overall system efficiency.

4.2. Background: Evolution of CXL and Composable Architectures
Decoupling memory resources from CPUs: CXL 1.0. To address the aforementioned scalability, flexi-
bility, and performance issues, data center architectures can leverage various interconnect characteristics offered
by CXL to facilitate architectural reconfiguration. In traditional computer architectures, memory controllers are
tightly integrated within CPU packages, making memory expansion and physical disaggregation challenging.
Physical separation of memory resources from CPUs is essential to accommodate dynamically changing work-
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Table 1: Comparative analysis of different versions of CXL.

Feature CXL 1.0 CXL 2.0 CXL 3.0
Max Link Rate (GT s) 32 32 64
Flit 68-byte (up to 32 GT s) ✓ ✓ ✓

Flit 256-byte (up to 64 GT s) – – ✓

Memory Controller Decoupling ✓ ✓ ✓

Memory Expansion ✓ ✓ ✓

Memory Pooling – ✓ ✓

Memory Sharing – – ✓

Switching (Single-level) – ✓ ✓

Switching (Multi-level) – – ✓

Hierarchical-based Routing (HBR) – ✓ ✓

Port-based Routing (PBR) – – ✓

Hot-plug Support – ✓ ✓

Max Accelerator per Root Port 1 1 256
Max Memory Devices per Root Port 1 256 4096
Back-Invalidation – – ✓

Peer-to-Peer Communication – – ✓

Release Year 2019 2020 2022-23

load demands, improve utilization of imbalanced memory capacities across nodes, and reduce TCO. However,
due to architectural constraints, existing data centers have employed RDMA technologies to logically disag-
gregate memory, allowing multiple computing units to share these resources via software assistance [316–319].
Although RDMA methods provide architectural flexibility, their inherent software overhead, such as frequent
privilege mode transitions, data serialization/deserialization, and redundant memory copy operations, results
in significant performance degradation and substantial energy overhead from additional data movement and
management.

CXL can directly address these fundamental limitations by physically and logically decoupling memory con-
trollers from CPUs. As depicted in Figure 24, instead of embedding memory controllers within CPU packages,
CXL relocates these controllers onto external memory modules, termed CXL endpoints, such as DRAM ex-
pansion cards or specialized memory devices. This critical architectural shift allows memory resources to scale
independently beyond traditional CPU constraints, enabling true hardware-level memory disaggregation and
composability. Unlike the conventional RDMA methods, CXL leverages the existing PCIe-based physical layer
(PHY), but it delivers a direct, cache-coherent memory interface accessible via standard CPU load/store in-
structions. This design eliminates software-induced overhead, including context switches and redundant memory
copy operations, by establishing direct hardware-mediated memory access paths. In addition, by implementing
specialized logical layers (e.g., CXL link layer and transaction layer) atop the established PCIe infrastructure,
CXL integrates into existing hardware ecosystems, simplifying architectural adoption without necessitating
substantial hardware modifications.

Table 1 comprehensively compares the key features across CXL versions 1.0, 2.0, and 3.0, emphasizing the
progressive enhancements in scalability, connectivity, and advanced functionalities. The initial specification,
CXL 1.0 [59], introduced the key concept of memory controller decoupling, laying the foundational framework
for composable infrastructure. However, practical scalability under CXL 1.0 remained limited as all types of
CXL devices should be located within a node. Each CXL endpoint’s external memory controller is constrained
by a limited number of memory channels and physical factors, such as signal integrity and attenuation issues
[59, 63]. Because of those, achievable memory capacities per CXL endpoint device typically remained within
the range of 1–2 TB, complicating large-scale memory expansion. Given the limited number of endpoints that
each node can accommodate, fully realizing extensive and scalable memory disaggregation required further
architectural enhancements, motivating subsequent evolutions starting with CXL 2.0.

Scalable and composable memory through switch-based architectures: CXL 2.0. To overcome the
memory capacity, endpoint scalability, and rigid connection limitations inherent to CXL 1.0, the CXL 2.0
specification [60] introduced an important architectural advancement: dedicated switch-based topologies. In
contrast to the direct endpoint-to-host connectivity of CXL 1.0, which restricted scalability due to limited
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Figure 25: Evolution of CXL: from direct connections to multi-level switching.

memory channels and fixed endpoint configurations, CXL 2.0 enables flexible aggregation and management of
multiple memory resources via intermediate CXL switches. As depicted in Figure 25, this introduction of an
intermediate switching layer between compute nodes and memory endpoints allows individual hosts to access
larger memory pools composed by multiple external endpoints, resolving the connectivity bottlenecks associated
with earlier point-to-point CXL implementations.

Internally, CXL 2.0 switches can utilize high-bandwidth crossbar architectures, routing coherent memory
transactions among numerous connected endpoints and compute nodes. This hardware-mediated coherent com-
munication reduces latency in accessing large-scale external memory, eliminating substantial software-induced
overhead observed in traditional RDMA-based network fabrics. Leveraging PCIe Gen5 technology (32 GT/s per
lane), a CXL 2.0 switch can offer configurable multi-port interfaces, each capable of up to 64 GB/s bidirectional
bandwidth in standard 16-lane configurations. As a result, a single CXL 2.0 switch can aggregate tens of TBs
of memory per node, and because it can connect multiple nodes, it exceeds the scalability constraints inherent
to endpoint-centric CXL 1.0 designs. This scalable topology supports modular system expansion and simpli-
fies resource provisioning, decoupling memory expansion from rigid endpoint limitations. Advanced operational
features introduced by CXL 2.0, including hot-plug support [60, 63], further enhance system flexibility by al-
lowing dynamic addition or removal of memory endpoints with minimal operational disruption. In addition,
host-specific static memory allocation features [63, 65, 66] enable memory resource management, empowering
data centers to accommodate evolving workload requirements.

Despite these improvements, CXL 2.0 retained scalability constraints, particularly its inability to support
hierarchical multi-level switch configurations. This restriction confined scalability to “single-layer switch” archi-
tectures, significantly limiting memory pool sizes and the number of devices per root port. Specifically, typical
CPU architectures provide only a finite number of root ports, each constrained by fixed link capabilities and
stringent bandwidth limits. Therefore, practical deployments of CXL 2.0 in practice support 4 to 16 memory
expanders (i.e., Type 3 devices) per CPU root port, well below the theoretical maximum of 256 devices. This
limitation becomes even more pronounced for accelerators (i.e., Type 1 and Type 2 devices), which require
strict “one-to-one” mappings per root port to maintain cache coherence, restricting accelerator scalability and
deployment flexibility.

Recognizing these scalability constraints underscored the necessity for further architectural advancements.
This motivated subsequent technical enhancements introduced in CXL 3.0, including multi-level switch cascad-
ing, advanced routing mechanisms, and comprehensive system-wide memory coherence capabilities.

True composability through multi-level switching and memory sharing: CXL 3.0. Addressing the
scalability and hierarchical limitations inherent to CXL 2.0, the CXL 3.0 specification [61] introduces crit-
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ical architectural enhancements3 that advance true composability and resource sharing in high-performance
computing environments. Unlike CXL 2.0, which limited configurations to single-layer switch topologies and
constrained the number of endpoint devices, CXL 3.0 explicitly supports multi-level switch topologies, termed
switch cascading. This hierarchical fabric interconnects multiple CXL switches across several layers, overcoming
single-layer limitations and increasing the number of endpoint devices (e.g., memory expanders and accelerators)
that a CPU root port can coherently access.

Specifically, CXL 3.0 extends connectivity for memory expanders (Type 3 devices) per CPU root port to as
many as 4,096 devices, facilitating extensive memory pools critical for large-scale AI and analytics workloads.
Accelerator integration capabilities are similarly enhanced, supporting up to 256 accelerators (Type 1 and Type
2 devices) per root port, exceeding previous single-device constraints. These enhancements enable dynamic and
flexible deployment of heterogeneous accelerator clusters within unified composable fabrics, thereby optimizing
infrastructure efficiency to effectively accommodate evolving workload demands.

Internally, the multi-level switch fabric in CXL 3.0 introduces a novel port-based routing (PBR) mechanism,
complementing the hierarchical-based routing (HBR) inherited from CXL 2.0. In contrast to HBR, which relies
on fixed hierarchical paths and provides only static memory partitioning (exclusive allocations per host without
dynamic sharing), PBR dynamically selects optimal routing paths based on real-time port conditions and
network congestion. Importantly, PBR supports genuine multi-host memory sharing, enabling multiple hosts to
concurrently and coherently access shared memory resources. This capability can improve traffic distribution,
reduce latency, and mitigate communication bottlenecks, thereby overcoming limitations of the earlier static
partitioning approaches inherent in CXL 2.0.

In particular, CXL 3.0 introduces robust multi-host memory sharing and comprehensive system-wide cache
coherence capabilities, largely enabled by the advanced PBR mechanism. This architectural enhancement en-
hances computational efficiency, reduces latency, and lowers overhead in large-scale AI workloads. For example,
accelerators and compute nodes can directly and coherently share essential data structures, such as embed-
ding tables, KV caches, and intermediate activations, without redundant data transfers or complex software
interventions. Furthermore, CXL 3.0 allows accelerator-local high-bandwidth memories to be unified into a sin-
gle coherent memory pool, broadening their applicability across diverse system configurations. The practical
implications and performance advantages of this genuine memory sharing approach are explored in detail in
Section 5.2.

Although CXL 3.0 introduces extensive enhancements and maintains backward compatibility with CXL 2.0,
its practical adoption requires specific hardware modifications across CPUs, switches, and endpoint devices,
to fully leverage the new capabilities. Specifically, while the PBR mechanism primarily operates within CXL
switches, corresponding hardware adaptations at endpoint devices are also necessary. Endpoints must handle
larger flit sizes (256-byte flits in PBR mode compared to 68-byte flits in HBR mode). In addition, as CXL 3.0
facilitates genuine multi-host memory sharing with comprehensive cache coherence, memory expanders must
implement advanced coherence mechanisms, such as back-invalidation, ensuring consistent data visibility and
integrity across all shared resources. Endpoints may also support advanced CXL 3.0 features, including direct
peer-to-peer communication, enabling accelerators to directly exchange data within a single host domain or
access memory resources on other endpoints without host mediation. These features maximize the scalability
and flexibility provided by the PBR-enabled fabric architecture, reducing communication latency and overhead.

4.3. CXL-Enabled Modular Tray and Rack Architecture for AI Data Centers
Building upon the composability and multi-host memory-sharing capabilities introduced by CXL 3.0, this sub-
section discusses how these architectural innovations enable a modular, tray-based design for modern AI data
centers in practice. Unlike traditional tightly integrated accelerator nodes, tray-based modular systems supported
by CXL allow independent scaling and dynamic reconfiguration of resources since CXL enables spatially sep-
arated placement of endpoints. Each CXL-enabled tray functions as a standardized hardware unit exclusively
dedicated to a specific resource type, such as accelerators, CPUs, or memory, thereby enabling precise resource
scaling, simplified maintenance, and agile adaptation to evolving AI workload demands.

Modular, tray-based design enabled by CXL technology. In CXL-based modular architectures, mem-
ory resources are fully decoupled from compute and accelerator modules, fundamentally changing resource
management strategies in data centers. As illustrated in Figure 26a, memory trays exclusively integrate DRAM
modules aggregated via dedicated CXL controllers or CXL switch(es), forming composable memory pools. These

3In this section, references to CXL 3.0 encompass all subsequent revisions within the CXL 3.x series, including versions such as
3.1, 3.2, and beyond.
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(a) Disaggregated memory tray. (b) Disaggregated accelerator pool. (c) Connected trays.

Figure 26: Tray-based disaggregation with CXL cache-coherent sharing.

trays are not statically bound to specific compute nodes; instead, they can be flexibly allocated and shared
among multiple accelerator or compute trays, enhancing scalability and operational flexibility. For instance,
during intensive training phases of large-scale transformer models, additional memory trays can be provisioned
to accelerator trays, accommodating increased memory demands without modifying CPU configurations.

Although the high-level concept of modular disaggregation has been previously proposed [300, 301, 303, 320],
practical realization of true resource disaggregation was infeasible within traditional architectures. Historically,
accelerators and memory modules functioned merely as passive peripherals incapable of independently managing
memory coherence or direct access. As a result, CPUs hosted memory controllers in a tightly integrated manner
and enforced cache consistency, coupling memory and accelerators within fixed server nodes. CXL resolves these
constraints by relocating memory controllers externally and establishing standardized cache-coherent communi-
cation across all system components. Thus, accelerators can directly access and coherently share disaggregated
memory resources without CPU mediation.

On the other hand, within this modular framework, dedicated accelerator trays integrate multiple GPUs
or specialized accelerators interconnected via high-speed CXL interfaces. This configuration supports efficient
cache-coherent communication and direct memory sharing among accelerators. As depicted in Figure 26b,
employing standardized CXL interfaces enables the integration of various accelerators into a unified pool without
coupling CPUs or memory devices. Moreover, the accelerators’ local memory can be combined into a shared,
coherent memory space, being able to reduce redundant data transfers across the accelerators. Such a design can
enhance performance, particularly for frequently accessed intermediate data structures, including KV caches and
intermediate activations. In parallel, compute trays exclusively host CPUs and, when necessary, network interface
cards, deliberately excluding local memory to maintain strict resource disaggregation. Critically, dedicated CXL
switch trays orchestrate coherent interactions among independently scalable compute, accelerator, and memory
trays, facilitating dynamic resource allocation and composability in real time.

By dedicating each tray exclusively to a specific resource type, the full potential of CXL-based resource
disaggregation is effectively realized. Accordingly, each resource, compute, accelerator, and memory, can inde-
pendently scale in alignment with workload demands. This modular architecture significantly enhances opera-
tional efficiency and resource utilization, enabling rapid adaptation to diverse and evolving AI workloads, and
providing a robust foundation for composable rack-level architectures discussed in subsequent sections.

Composable rack architecture with CXL. At the rack level, modular tray-based architectures enabled
by CXL are organized to enhance functional clarity and resource utilization. Each rack comprises dedicated
trays for networking, accelerators, CPUs, composable memory expanders, and storage. This design allows for
specialized racks interconnected to form composable rows or flexible integration of various tray types within
each rack, tailored to specific application needs.

Figure 26c illustrates one representative configuration of tray-based composability within a modular rack-
level architecture enabled by CXL. In this particular layout, accelerator trays and compute trays are intercon-
nected via centrally positioned memory trays managed by high-speed CXL switches. This configuration also
provides coherent, low-latency access to pooled memory resources without the direct involvement of CPUs.
Accelerator trays can therefore directly share and efficiently access these memory pools, significantly reducing
redundant intra-rack data movements. Such a design is especially advantageous for workloads characterized by
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Figure 27: Composable rack architecture with CXL.

frequent reuse of intermediate data structures, including transformer inference scenarios and KV caching tasks.
In parallel, Figure 27 highlights another illustrative example of composable architectures deployed at rack

scale, optimized specifically for diverse AI workloads. Here, accelerator trays and memory trays are fully mod-
ularized and decoupled, enabling dynamic scaling and flexible allocation of memory resources. Utilizing high-
speed, cache-coherent communication through CXL, accelerators achieve efficient data sharing, thereby improv-
ing computational throughput and overall resource utilization. This modular approach particularly benefits
workloads with dynamically varying computational and memory demands, such as large-scale LLM training
and RAG workloads.

Note that a key advantage of the proposed modular architecture is importantly its optimized intra- and
inter-rack networking strategy. Specifically, this design integrates all racks and nodes within a row into a unified
scale-up domain. As discussed previously, traditional data center designs employing ToR switches inevitably clas-
sify inter-rack accelerator communication into the scale-out domain. When high-speed accelerator links such as
UALink or NVLink are unavailable, unfortunately, intra-rack communication also depends on long-distance net-
works. This dependence significantly degrades performance, as each node is treated as an independent scale-out
endpoint. Even when UALink or NVLink is available, non-accelerator devices within racks must still communi-
cate through scale-out paths, exacerbating performance bottlenecks, particularly for workloads with intensive
GPU-to-GPU interactions.

In contrast, leveraging CXL’s support for hierarchical switch cascading, our modular architecture replaces
conventional ToR switches by positioning dedicated CXL switch trays centrally as middle-of-rack (MoR) mod-
ules. Depending on bandwidth demands, additional CXL switch trays can be composably integrated, enabling
flexible scaling and enhanced connectivity within racks and rows. Thus, racks and nodes within a row form an
efficient scale-up domain over all interconnect fabrics rather than having long-distance networks. Traditional
Ethernet or InfiniBand switches, primarily supporting inter-row communication, can be centrally organized
into dedicated network racks. Through this hierarchical approach, network traffic is effectively aggregated and
distributed, reducing congestion and latency, and maintaining balanced bandwidth allocation. Consequently,
this infrastructure enables coherent, dynamic resource sharing across large-scale accelerator and memory pools,
meeting the diverse requirements of modern AI workloads.

On the other hand, from an operational viewpoint, modular tray-based designs simplify maintenance and
upgrades as well. Since memory, accelerator, compute, and networking components are physically and logically
decoupled, each resource type can be independently replaced, upgraded, or scaled with minimal disruption. This
modularity reduces system downtime, accelerates adoption of emerging technologies, and ensures infrastructure
agility, enabling rapid adaptation to evolving workload demands while maintaining cost-effectiveness over time.

How CXL meets diverse performance metrics. Table 2 analyzes how the CXL-enabled tray-based ar-
chitecture can address critical performance metrics required by modern AI infrastructures (cf. Section 4.1).
Specifically, the proposed composable architecture provides a scalable and unified modular framework that en-
hances computational flexibility, expands memory capacity, optimizes memory bandwidth, reduces latency, and
improves overall system scalability as below:

• Scalability: CXL’s hierarchical switch design enables effective scalability through multi-level cascading of
interconnect switches, facilitating incremental and seamless expansion of both computational and memory
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Table 2: Performance comparison between conventional and CXL-enabled architectures.

Essential Performance Metrics of
Modern AI Infrastructure Conventional Architecture CXL-enabled Tray-based Architecture

Scalability Node-level or rack-level scale-up with limited
resource expansion

Row-level scale-up enabling flexible
expansion of computational, interconnect,

and memory resources

Latency High-latency, protocol overhead and software
intervention delays with RDMA (>1 µs)

Low-latency, hardware-mediated protocol and
cache-coherent (100–250 ns)

Memory Capacity Low and fixed, tightly coupled CPU and
GPUs architecture (192–288 GB per GPU)

Massive and flexible, dynamic composable
memory pool (> tens of TBs per node)

Memory Bandwidth Low efficiency (memory copy for access
external memory)

High efficiency (traffic reduction with
coherent and pooled memory)

Computational Flexibility Low flexibility (fixed or coarse-grained
resource allocation)

High flexibility (dynamic and fine-grained
resource allocation)

resources without architectural bottlenecks. Specifically, this scalable architecture coherently aggregates
thousands of accelerators and memory endpoints into unified resource pools, addressing critical perfor-
mance metrics, including computational throughput, model size, and overall system scalability. Thus,
CXL-based infrastructures can accommodate rapidly increasing model sizes and complex parallel work-
loads, eliminating the need for disruptive hardware upgrades and supporting continuous adaptation to
evolving AI demands.

• Latency: CXL can fundamentally address latency constraints by providing direct, cache-coherent com-
munication paths between memory and accelerator trays. Unlike conventional network-based approaches
such as RDMA, which incur substantial protocol overhead and software-induced delays, CXL facilitates
hardware-mediated memory interactions via direct load/store instructions. Specifically, accelerator and
memory trays communicate through dedicated CXL interfaces, reducing round-trip latency. This low-
latency communication is beneficial during latency-sensitive operations, including the decode phase of LLM
inference. Thanks to the extended scale-up domain, CXL architectures can also optimize both network
bandwidth utilization and latency sensitivity metrics, ensuring responsive and efficient AI deployments.

• Memory capacity and bandwidth: The modular tray-based memory configuration enabled by CXL
aggregates numerous memory expansion modules, each providing substantial memory capacity and high-
bandwidth interfaces. By coherently pooling these memory modules through dedicated CXL controllers
or switches, accelerators can directly access shared memory resources, mitigating performance bottlenecks
related to limited memory bandwidth and insufficient capacity. Specifically, such cache-coherent pooled
memory structures, implemented via CXL.cache, remove redundant data transfers and memory traffic,
greatly benefiting workloads characterized by frequent, high-bandwidth memory accesses, such as RAG
and KV caching scenarios.

• Computational flexibility: CXL-based tray architectures support flexible and fine-grained resource
scaling. Specifically, accelerator, memory, and compute trays can each be independently provisioned,
upgraded, or reconfigured, enabling precise resource allocation aligned with specific workload requirements.
For instance, GPU trays can scale to handle computationally intensive training phases or the inference
prefill stage and reconfigure to meet stringent latency constraints during inference decode operations.
This dynamic composability can address multiple critical performance metrics, including computational
throughput, network bandwidth, and memory capacity, by optimizing resource allocation according to
workload-specific demands, thus improving overall system utilization and operational efficiency.

By integrating these architectural solutions into a unified framework, CXL-based infrastructures effectively
scale and dynamically adapt to evolving AI workload demands, optimizing key performance metrics. Specifically,
extending the scale-up domain can eliminate communication overhead among resources, thus significantly en-
hancing overall performance. In addition, minimizing unnecessary scale-up switches further optimizes total cost
of ownership. Moreover, cache-coherent memory sharing enables accelerators to directly access pooled memory
without CPU intervention, reducing redundant data transfers and improving computational throughput as well
as cost efficiency. Collectively, these capabilities position CXL-enabled modular architectures as a robust and
flexible foundation capable of addressing the diverse and increasingly demanding requirements of large-scale AI
workloads
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Figure 28: Tray-based disaggregation with CXL cache-coherent sharing.

5. Composable CXL Architectures: From Integration Strategies to
Empirical Validations

In previous sections, we discussed how composable CXL architectures can address scalability and performance
challenges inherent in modern AI infrastructures. Specifically, by supporting dynamic disaggregation and integra-
tion of memory and accelerator resources, these composable systems provide greater flexibility and adaptability
compared to conventional RDMA-based approaches. However, the structural approach described thus far pri-
marily focuses on modular tray-based configurations enabled by CXL. Practical implementations, such as the
detailed composition of individual trays and the specific strategies for connecting GPUs or accelerators within
these trays, require additional exploration. In this section, we specifically explore detailed implementation as-
pects, presenting integration strategies for composable CXL infrastructures. We also validate their effectiveness
through empirical evaluations conducted across diverse real-world workloads.

5.1. Memory and Accelerator Management in Composable CXL Data Centers
This subsection discusses several considerations including architectural requirements for dedicated memory
pools, efficient allocation and interconnection strategies for accelerators, and the development of comprehensive
software frameworks necessary to manage memory and accelerator resources coherently.

Dedicated memory pool implementation and management. Implementing dedicated memory pools
involves several architectural considerations. First, it is necessary to determine the hardware architecture and
practical methods for memory tray implementation. Second, identifying cost-effective switch placement and
defining their roles within the composable infrastructure is essential. Finally, selecting appropriate backend
memory media for these dedicated memory pools must be thoroughly evaluated.

Initially, let us consider the hardware architecture and practical implementation methods for configuring
memory trays. As illustrated in Figure 28a, memory trays can be configured either as Just a Bunch of Memory
(JBOM) units or as specialized, dedicated memory boxes. In a JBOM configuration, memory expanders utilize
standard enterprise and data-center storage form factors, such as EDSFF modules [321–324], arranged in arrays.
Although many memory vendors adopt this standardized approach, it introduces increased costs and complexity
due to vendor-specific performance variations and greater operational overhead. Specifically, replacing memory
media in JBOM units requires simultaneous replacement of both CXL and memory controllers, despite their
longer operational lifespans compared to memory media, thereby increasing the total cost of ownership.
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Alternatively, memory trays can adopt dedicated memory boxes integrating specialized system-on-chips
(SoCs) equipped with multiple DRAM and CXL controllers. As illustrated in Figure 28b, this configuration
directly supports high-performance raw or dual inline memory modules (DIMM [325–327]) by fully decoupling
memory controllers from backend memory media. Such decoupling reduces maintenance complexity and opera-
tional costs. Moreover, by embedding both CXL and memory controllers within the memory tray, data centers
can reuse legacy DIMMs or older DDR memory modules already present, offering additional cost advantages.
This design provides significant flexibility, enabling operators to customize tray specifications, including port
counts, bandwidth, and memory module types, to align with specific performance targets and workload require-
ments. Direct control over memory modules also allows operators to optimize memory media selection (e.g.,
DDR3 [328–331], DDR4 [332–334], LPDDR [335–337]), balancing performance and cost efficiency from the data
centers’ viewpoint. However, this strategy increases complexity in data-integrity management, coordination of
heterogeneous hardware components, and handling sophisticated SoC designs at some extents.

Another important architectural consideration involves determining optimal switch placement for inter-
connecting memory expanders or SoC-based controllers within memory trays. As illustrated in Figure 28c,
integrating switches directly within each memory tray addresses compatibility concerns, version discrepancies,
and functional variations among different expanders. Specifically, by treating each tray as a self-contained box,
external systems can seamlessly abstract internal hardware variations and diverse memory technologies through
standardized interfaces or controlled performance guarantees. This design aligns naturally with the previously
discussed JBOM and dedicated memory-box architectures; however, similar drawbacks, particularly higher costs
and limited flexibility, arise due to tight integration and reduced hardware adaptability. Alternatively, placing
switches externally at dedicated switch trays or MoR/ToR positions allows memory trays to function pas-
sively, reducing cost, enhancing operational flexibility, and facilitating diverse, adaptive configurations tailored
to specific data-center deployment scenarios.

In addition to tray configurations and switch placements, overall efficiency can be improved by diversify-
ing memory media types and organizing them hierarchically within trays (cf. Figure 28d). Traditional DRAM
modules (e.g., DDR4 or DDR5) are costly and offer limited flexibility for workload-specific tuning. Thus, employ-
ing cost-effective or power-efficient memory solutions, such as LPDDR or DDR3, can be beneficial. Moreover,
integrating HBM modules as intermediate buffering layers within memory expanders or trays can enhance per-
formance. Specifically, these HBM modules can accommodate variations in expander performance and mitigate
latency introduced by integrated or external switches when constructing dedicated memory pools. Depending
on bandwidth requirements and positioning within the system, reusing legacy or lower-cost HBM modules, such
as older HBM versions or modules with fewer channels, can effectively balance performance requirements and
reduce overall system costs. In addition, emerging non-volatile memory technologies, including flash memory or
phase-change memory (PRAM), can provide data persistence capabilities where necessary, further optimizing
performance and cost profiles.

Accelerator resource management: Topologies and interconnect strategies. Implementing acceler-
ator composability requires careful consideration of several factors beyond basic interconnectivity. Specifically,
topology design should reflect the unique characteristics of different accelerator vendors and consider various
accelerator communication patterns and application-specific requirements. Here, we discuss accelerator resource
management considerations in the context of LLM workloads exhibiting strong data locality and intensive
data exchanges among adjacent accelerators, employing tensor parallelism. For general-purpose AI data centers
characterized by random uniform traffic patterns, hybrid interconnect solutions will be addressed in Section 6.

In contrast to accelerator-optimized interconnect technologies that utilize a single dimensional topology (e.g.,
UALink and NVLink), CXL supports diverse topological configurations, providing flexibility for accelerator con-
nectivity. Figure 29 compares the key characteristics of Clos [248, 338, 339], 3D-Torus [340–343], and DragonFly
[344–346] topologies, which are widely employed interconnect techniques in modern data centers. Specifically,
Clos networks deliver uniform bandwidth across nodes through multi-stage switch hierarchies, offering flexibility
at the expense of increased complexity and higher implementation costs. In contrast, the 3D-Torus topology
directly interconnects nodes in a three-dimensional mesh structure, supporting short-range communications at
relatively lower costs. However, it can introduce bottlenecks under heavy long-range communication patterns.
The DragonFly topology integrates fully connected local node groups with indirect inter-group links, balancing
cost and performance, though certain traffic patterns may degrade overall efficiency.

Considering the communication characteristics of LLM workloads (i.e., intensive data exchanges among
nearby accelerators), 3D-Torus or DragonFly topologies might initially appear attractive. However, these ap-
proaches become impractical due to the exponential growth in required switch counts as the number of acceler-
ators scales. Thus, maintaining cache coherence among accelerators using a single-hop Clos topology emerges as
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Figure 29: Topology comparison: Clos, 3D Torus, and Dragonfly.

the most practical solution. This design principle aligns closely with fundamental interconnect strategies utilized
by NVLink and UALink (detailed in subsequent sections), enabling local accelerator communication at reason-
able hardware cost. Nevertheless, the current CXL specification limits cache-coherent accelerator connections
to 256, necessitating alternative topological strategies or the incorporation of additional switches to support
larger-scale deployments.

A more aggressive integration approach is illustrated in Figure 30a, where accelerators are interconnected
using a fully-connected topology without intermediate switches. In this configuration, each accelerator inte-
grates simplified and lightweight internal CXL switching logic, eliminating the overhead associated with ex-
ternal single-hop Clos topologies and additional interconnect hardware within clusters. This fully-connected
architecture optimizes data transfers among adjacent accelerators, making it advantageous for LLM workloads
exhibiting intensive localized communication patterns. Accelerator clusters structured in this manner can scale
hierarchically through external CXL switches across multiple physical levels, such as racks and floors, as de-
picted by the hierarchical fully-connected topology across multiple physical levels in Figure 30b. Furthermore,
leveraging accelerator-local HBM enhances intra-cluster communication efficiency. While this fully-connected
approach can reduce accelerator-to-accelerator data exchange overhead, it demands substantial design revisions
and implementation complexity for both accelerators and Type 1 and Type 2 CXL controllers. In addition, inter-
cluster communication through external switches may introduce performance imbalances and requires careful
management of accelerator-generated bandwidth traffic. Therefore, comprehensive evaluation and meticulous
design are important for practical deployment at scale.

Unified management frameworks for composable resources. The practical deployment of composable
CXL infrastructures in AI data centers may require careful consideration of software-related architectural issues
as well. Traditional static memory allocation incurs excessive data movements and latency, for frequently ac-
cessed data structures such as embedding tables in recommendation models and attention caches in transformer
inference. To address these limitations, advanced software frameworks can be employed. These frameworks are
required to incorporate predictive memory placement, proactive cache warming strategies, and adaptive eviction
policies based on real-time access patterns. For example, dynamically allocating frequently accessed attention
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(a) Directly interconnected accelerator cluster. (b) Hierarchically scaled accelerator clusters.

Figure 30: Switch placement options.

caches closer to accelerators can reduce latency and enhance throughput in LLM inference scenarios utilizing
tensor parallelism.

Effective accelerator resource management also impacts overall system performance. As discussed previ-
ously, conventional GPU-CPU architectures tightly couple computational and memory resources, often leading
to inefficient accelerator utilization under varying workloads. In contrast, composable architectures support
independent scaling and dynamic resource allocation tailored to evolving workload demands. Achieving this
flexibility may necessitate sophisticated software frameworks capable of real-time workload monitoring, predic-
tive resource allocation, priority-driven scheduling, and rapid reconfiguration. Such frameworks are also required
precisely coordinate hardware arbitration and minimize inter-accelerator communication latency.

In addition, integrated management of memory and accelerator resources may demand centralized monitor-
ing frameworks beyond traditional static approaches. For example, static resource management techniques are
inadequate for handling dynamic resource contention in composable systems. Advanced software solutions can
be therefore needed to incorporate real-time telemetry collection, comprehensive performance analytics, includ-
ing coherent memory efficiency, resource allocation latency, and contention metrics, and automated corrective
actions. Future software frameworks could further incorporate reinforcement learning-based orchestration and
predictive monitoring optimized explicitly for CXL environments, proactively resolving resource contention and
dynamically adjusting allocations. Such advanced capabilities would significantly enhance responsiveness and
efficiency for latency-sensitive AI workloads.

5.2. Practical Case Studies of CXL Infrastructure in AI Workloads
Building on the theoretical advantages of the previously introduced CXL infrastructure, this subsection pro-
vides empirical evidence and practical insights into the advantages of composable CXL infrastructures through
real-system prototype evaluations. Specifically, we evaluate representative contemporary workloads from AI
and HPC domains, including RAG, graph-based RAG (Graph-RAG), deep learning recommendation models
(DLRM), and MPI-based scientific computing applications. Our prototype demonstrates that composable CXL
infrastructure mitigates critical performance bottlenecks such as excessive latency, significant data movement
overhead, and inefficient memory utilization, which are prevalent in traditional architectures dependent on
RDMA-based networking.

Figure 31 summarizes the performance improvements achieved by CXL compared to conventional systems
across each scenario. Specifically, AI-based search workloads employing RAG and Graph-RAG integrated with
LLMs exhibit a 14.35× reduction in execution time, alongside up to 21.1× decreases in data movement overhead
relative to conventional architectures. Similarly, embedding-intensive DLRM workloads demonstrate approxi-
mately 3.32× faster inference execution and 2.71× accelerated tensor initialization. Furthermore, MPI-based
HPC applications benefit from CXL-enabled direct memory sharing, achieving execution time improvements of
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Figure 31: Summary of performance gains: RAG, Graph-RAG, DLRM, and MPI.

approximately 1.8× and reducing communication overhead by up to 5.02×.
In the subsequent subsections, we detail these scenarios, illustrating how the proposed CXL prototype

addresses the performance challenges for each workload. Building upon these empirical insights, we also outline
critical architectural implications, providing several guidelines for integrating CXL into future AI data center
designs.

Experimental infrastructure. To evaluate composable CXL-based architectures, we developed a unified
experimental infrastructure employing a real-system prototype compliant with the CXL 3.0 specification. Fig-
ures 32a and 32b illustrate our silicon-proven CXL controller IPs and a practical setup, respectively. This setup
consists of GPU computing nodes interconnected with composable memory expansion modules through a hier-
archical CXL switch topology. The memory expanders and switches leverage standard CXL hardware stacks,
while the GPU and CPU nodes integrate customized CXL hardware directly within their root ports and end-
point complexes. Due to the current absence of commercially available GPUs and CPUs supporting CXL 3.0, we
utilized open-source Vortex GPU [347–350] and RISC-V CPU [351, 352] microarchitectures, which we modified
to incorporate essential CXL functionalities of our controller IPs. Prototype implementations of these modified
GPUs and CPUs are depicted in Figures 32c and 32d, respectively.

Memory modules are organized into coherent, dynamically composable pools, presented to GPU computing
nodes as distinct non-uniform memory access (NUMA [353–355]) domains. This composable design enables GPU
nodes to directly access shared memory resources, bypassing traditional CPU-mediated memory management
or RDMA-based communication protocols. Although our evaluations utilized lightweight, open-source CPU
and GPU implementations, our silicon-proven CXL controller and hardware stack IPs can be integrated with
various third-party accelerators, NPUs, GPUs, and memory expanders. Specifically, these IPs can be modified
to accommodate diverse cache and system-bus interfaces, facilitating straightforward integration into existing
hardware platforms.

RAG use case: Accelerating interactive retrieval and inference workloads. Interactive retrieval tasks
involving vector matching and real-time inference present significant challenges for traditional infrastructures
due to high latency and intensive memory demands. To demonstrate the practical advantages of composable

(a) CXL IPs. (b) Real-system Prototype. (c) CXL GPU. (d) CXL CPU.

Figure 32: A experimental end-to-end infrastructure compliant with the CXL 3.0 specification.
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(a) Beginning (t0). (b) Middle (t1). (c) End (t2). (d) Execution time.

Figure 33: RAG use case: recipe recommendation (Demo Video: [Link]).

CXL infrastructures, we evaluated a user-friendly RAG scenario integrated with a contemporary LLM. As
depicted in Figure 33, this scenario represents a recipe recommendation system where users upload images of
available food ingredients (typical refrigerator items) and specify preferred meal categories, such as breakfast or
dinner. Embedding vectors for user-uploaded images are generated using a pre-trained visual-language model
(e.g., CLIP [356–358]), ensuring accurate semantic representations. Subsequently, these embeddings are matched
against pre-existing recipe embeddings stored in the system. Compared to conventional infrastructures utilizing
RDMA-based interconnects, the composable CXL architecture demonstrates notable performance improvements
in vector retrieval. These enhancements arise from reduced memory-access latency and decreased software
overhead, which occur in RDMA-based systems.

Following vector retrieval, the retrieved embeddings directly served as inputs for the LLM-based inference
phase, generating contextually relevant recipe recommendations. While the conventional RDMA-based systems
typically exhibit retrieval and inference latencies ranging from several hundred milliseconds to seconds, our
composable CXL infrastructure achieved lower latencies, enabling responses within tens of milliseconds. As
illustrated in Figure 33d, quantitative evaluations demonstrated that the composable CXL infrastructure com-
pleted the vector search and LLM in 0.5s and 1.4s, respectively, which are 14× and 2.78× faster than the baseline
system. Such latency reductions are critical for user-facing applications, such as recommendation systems, where
rapid, interactive responses enhance user experience and satisfaction.

Graph-RAG use case: Accelerating knowledge graph-based retrieval and inference. Graph-based
RAG workloads, which integrate structured knowledge retrieval with inference, often experience substantial
performance degradation due to high latency when accessing external memory resources. To address this chal-
lenge, we evaluated a composable CXL infrastructure using a Graph-RAG application scenario that integrates
structured knowledge retrieval with LLM inference [359–362]. As depicted in Figure 34, the evaluation involved

(a) Beginning (t0). (b) Middle (t1). (c) End (t2). (d) Execution time.

Figure 34: Graph-RAG use case: knowledge graph and query retrieval.

38

https://www.youtube.com/watch?v=lrhd4fu0KTc


Compute Can’t Handle the Truth: Why Communication Tax Prioritizes
Memory and Interconnects in Modern AI Infrastructure

May 26, 2025

(a) Beginning (t0). (b) Middle (t1). (c) End (t2). (d) Execution time.

Figure 35: DLRM use case (Demo Video: [Link]).

two primary operational phases: knowledge graph construction, followed by query-driven retrieval and inference.
Initially, raw textual data sources were processed using standard graph embedding techniques (e.g., RDF

embeddings [363–366] or graph neural networks [367–369]) to construct structured knowledge graphs optimized
for efficient semantic retrieval. Subsequently, user queries were transformed into embedding vectors and matched
against the structured knowledge graph using approximate nearest neighbor search methods such as HNSW
[370–372] or FAISS [373, 374], enhancing retrieval speed. The retrieved embeddings then served as contextual
inputs for the LLM inference process, generating coherent and contextually accurate responses.

Compared to the composable CXL infrastructure, the conventional baseline system utilized RDMA over
InfiniBand, incurring storage and software-induced latencies during vector retrieval. Empirical analysis demon-
strated that the composable CXL architecture reduced total workflow execution time by approximately 8.05×
relative to the conventional RDMA-based baseline. In particular, while the conventional system takes tens of
seconds, the composable CXL architecture completes the vector search and LLM inference phases in only 1.7s
and 2.2s, respectively (cf. Figure 34d). This latency reduction and execution speed improvement resulted from
the cache-coherent memory pools enabled by CXL, eliminating redundant data copying, bypassing software
overhead, and providing direct hardware-mediated memory access.

DLRM use case: Accelerating deep learning recommendation workloads. DLRM workloads [375–
378] require efficient embedding lookups, posing challenges related to memory capacity and latency for tradi-
tional data center infrastructures. Given these substantial memory and computational demands, it is essential
to evaluate composable CXL-based architectures capable of addressing these issues. To this end, we analyzed
embedding-intensive tensor initialization and inference phases representative of realistic recommendation sce-
narios, utilizing the composable infrastructure described previously.

As depicted in Figure 35, the evaluation utilized embedding tables containing hundreds of GBs of parameters,
reflecting large-scale production recommendation systems. During tensor initialization, embedding tables were
loaded into memory, which is a phase in which the composable CXL infrastructure demonstrated notable per-
formance improvements compared to the conventional RDMA-based baseline. Specifically, the baseline system
employed RDMA, commonly deployed in production environments and characterized by higher software-induced
communication overhead and latency. In contrast, the composable infrastructure reduced initialization latency
and communication overhead via direct hardware-mediated memory access and coherent memory pooling. Fol-
lowing tensor initialization, both infrastructures executed repeated inference computations, simulating realistic
operational conditions and verifying sustained performance over multiple inference cycles. Due to accelerated
tensor initialization, the composable CXL infrastructure transitioned more rapidly into inference execution,
improving overall responsiveness compared to the baseline’s prolonged initialization delays.

As shown in Figure 35d, empirical evaluations demonstrate that the composable CXL infrastructure achieves
an overall throughput improvement of approximately 3.32× compared to the RDMA-based system. As de-
scribed previously, the composable architecture accelerates tensor initialization and inference phases by 2.71×
and 3.51×, respectively. This performance improvement resulted from CXL’s cache-coherent memory pools,
enabling accelerator nodes direct hardware-level memory access without network-based communication stack
overhead, reducing latency and data transfer overhead. Practically, such performance enhancements translate
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(a) Beginning (t0). (b) Middle (t1). (c) End (t2). (d) Execution time.

Figure 36: MPI use cases: plasma simulation (Demo Video: [Link]).

into improved user experiences for large-scale commercial platforms, including personalized content delivery in
e-commerce and streaming services. Consequently, adopting composable, independently scalable CXL infras-
tructures enhances data center efficiency, meeting the evolving requirements of recommendation workloads.

MPI-based scientific applications: Evaluating memory sharing with CXL. MPI-based scientific com-
puting applications experience inter-node communication overhead and synchronization latency, limiting per-
formance scalability in traditional network-based architectures [379–382]. Although our primary focus remains
on AI workloads, we evaluated representative MPI-based scientific computing applications to demonstrate the
advantages of direct memory sharing enabled by composable CXL infrastructures. MPI-based scientific simu-
lations, such as particle-in-cell (PIC) plasma simulations [383–385] and computational fluid dynamics (CFD)
simulations [386, 387], involve intensive inter-node data exchanges and frequent synchronization of simulation
states, closely resembling communication patterns prevalent in distributed AI workloads. Typically, these MPI
applications partition computational domains across multiple nodes and regularly synchronize boundary condi-
tions and intermediate simulation data.

To evaluate how composable CXL infrastructure mitigates these communication bottlenecks, we implemented
two representative MPI scenarios. Figure 36 shows the first scenario utilizing WarpX [383], a PIC framework,
simulating interactions among hundreds of millions of charged particles (e.g., electrons and protons) distributed
across multiple computational nodes. The conventional RDMA-based infrastructure relying on InfiniBand in-
curs significant overhead due to system software involvements and data copies across different device/network
domains. In contrast, our composable CXL-based setup enabled host CPUs to directly store boundary-related
particle data into dynamically composable memory regions shared by CXL.cache. Other nodes accessed this
data immediately through direct load operations without invoking traditional software-driven network proto-
cols, significantly reducing communication overhead and latency. Quantitatively, as depicted in Figure 36d, the
CXL-based configuration eliminates explicit synchronization overhead inherent to conventional RDMA-based
implementations. This elimination results in reductions of computation and communication latencies by 1.62×
and 6.46×, respectively.

In the second scenario, illustrated in Figure 37, we evaluated a CFD simulation involving intensive synchro-
nization of fluid states across domain partitions. Traditional RDMA-based network communications incurred
substantial delays and overhead during synchronization events. By adopting the composable CXL infrastruc-
ture, host CPUs directly accessed fluid simulation states stored in composable memory pools, replacing conven-
tional RDMA-based communication with direct shared-memory interactions. In this approach, individual hosts
independently performed computations required for CFD simulation. Although certain calculations spanned
multiple CPUs, collective communication or explicit synchronization was unnecessary for data aggregation or
updates. This is because data consistency and coherence are managed through CXL.cache, enabling CPUs to
access uniform memory spaces as if accessing local memory. Consequently, synchronization overhead was sig-
nificantly reduced, achieving approximately a 1.06× reduction in computation time and a 3.57× reduction in
communication time compared to the conventional RDMA-based baseline (cf. Figure 37d).

Performance analyses highlight two principal advantages of composable CXL infrastructure. First, the elim-
ination of explicit RDMA-based network operations reduces latency and software overhead through direct,
cache-coherent, hardware-mediated memory sharing. Second, resource disaggregation and memory pooling sig-
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(a) Beginning (t0). (b) Middle (t1). (c) End (t2). (d) Execution time.

Figure 37: MPI use cases: fluid simulation.

nificantly streamline data management, improving scalability and operational efficiency in distributed comput-
ing environments. Practically, these enhancements substantially increase scalability and efficiency of large-scale
scientific research infrastructures, particularly in domains such as climate modeling, astrophysics, and fusion
research, where simulation speed directly impacts research productivity and accuracy. Although scientific MPI
workloads fundamentally differ from AI-specific applications, we believe that these evaluations offer valuable
insights into potential advantages of employing similar memory-sharing strategies within large-scale distributed
AI infrastructures.

6. Beyond CXL: Optimizing AI Resource Connectivity via Hybrid
Link Architectures

While CXL addresses critical memory-capacity expansion and coherent data-sharing challenges, integrating
complementary interconnect technologies enables targeted enhancements for specific accelerator-centric work-
loads requiring efficient intra-accelerator communication, being able to support diverse workload demands and
optimizing overall data center efficiency.

Two prominent accelerator-focused interconnect technologies are Ultra Accelerator Link (UALink) and
NVIDIA’s NVLink, collectively termed Accelerator-Centric Interconnect Link (XLink) in this technical report.
XLink technologies provide direct, point-to-point connections explicitly optimized for accelerator-to-accelerator
data exchanges, enhancing performance within tightly integrated accelerator clusters. In contrast to CXL, these
XLink technologies do not support protocol-level cache coherence or memory pooling; instead, their focus is ef-
ficient, low-latency data transfers among accelerators with a single-hop Clos topology interconnect architecture.
While both UALink and NVLink share this common objective, they differ in implementation specifics: UALink

(a) Accelerator-centric clusters. (b) Tiered memory architectures.

Figure 38: A high-level viewpoint of hybrid link architectures (CXL-over-XLink).
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Figure 39: Accelerator-centric interconnects.

employs Ethernet-based communication optimized primarily for large-sized data transfers, whereas NVLink
utilizes NVIDIA’s proprietary electrical signaling, tailored for small-to-medium-sized data exchanges, such as
tensor transfers and gradient synchronization between GPUs.

Integrating CXL and XLink into a unified data center architecture, termed CXL over XLink, including
CXL over NVLink and CXL over UALink, leverages their complementary strengths to optimize overall sys-
tem performance. As depicted in Figures 38a and 38b, this integration adopts two architectural proposals:
i) “accelerator-centric clusters,” optimized specifically for rapid intra-cluster accelerator communication, and
ii) “tiered memory architectures,” employing disaggregated memory pools to handle large-scale data. XLink
typically supports optimized intra-node communication using direct, single-hop Clos topologies, making it ef-
fective for bandwidth-sensitive operations such as frequent tensor exchanges and gradient synchronization.
However, the single-hop Clos topologies limit scalability, restricting the maximum number of connected accel-
erators and memory devices. In contrast, CXL enables scalable accelerator interconnections through multi-level
switch cascading, facilitating diverse topologies and coherent memory pooling across multiple clusters or data
centers. This allows dynamic memory allocation critical for memory-intensive workloads such as KV caching
and RAG. Furthermore, CXL supports efficient inter-node data sharing through protocol-level cache coherence
and instruction-level memory transactions, minimizing redundant data transfers and improving memory uti-
lization. Composable disaggregation physically separates computational resources from memory pools, enabling
independent scaling, simplified maintenance, and flexible hardware upgrades. Compute nodes interconnected
via XLink, alongside memory resources managed through CXL, improve operational flexibility, accommodating
rapid transitions between compute-intensive training and latency-sensitive inference workloads. In addition,
memory resources can be organized hierarchically, optimizing allocation strategies according to specific perfor-
mance and capacity requirements.

In this section, we first provide an overview of XLink technologies, emphasizing key architectural features
and optimizations of UALink and NVLink. We then discuss several hybrid architecture strategies of CXL-over-
XLink, highlighting how the complementary strengths of CXL and XLink address diverse and evolving workload
requirements in modern AI data centers.

6.1. Background on Accelerator-Centric Interconnects: UALink and NVLink
Ultra Accelerator Link. UALink is an accelerator-centric interconnect optimized for accelerator-to-accelerator
communication within data centers [76, 77]. In contrast to CXL, which emphasizes memory disaggregation,
coherent memory management, and unified memory spaces, UALink prioritizes direct, high-throughput data
transfers between accelerators. UALink is effective for workloads requiring large data transfer and synchroniza-
tion. Each UALink port typically provides bandwidth up to 100 GB/s via a standard 4-lane configuration.

UALink 1.0 [76, 388], introduced in early 2025, shares architectural similarities with GPU-centric intercon-
nects such as NVLink. However, it is designed as an open standard to support diverse accelerators beyond
vendor-specific GPUs (e.g., NVIDIA GPUs). UALink utilizes a single-hop Clos switched topology, establishing
dedicated, low-latency communication paths among accelerators, theoretically supporting clusters of up to 1,024
accelerators. As illustrated in Figure 39, this topology simplifies interconnect structure, reducing intra-rack la-
tency to sub-microsecond levels (<1 µs [389]). By minimizing complexity and enhancing scalability, UALink
can address stringent synchronization and high-throughput communication requirements common in densely
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Table 3: Technical specification comparison of CXL, UALink, and NVLink (Extended).

Specification CXL 3.0 UALink 1.0 NVLink 5.0
Unidirectional Bandwidth
(GB/s) 128 (x16 lanes per link, PCIe 6.0) 100 (x4 lanes per link) 50 (x2 lanes per link)

Latency Hundreds of ns (100–250 ns typical) Sub-µs (<1 µs within rack) Sub-500 ns (<500 ns within rack)
Flit Size 256B (PBR), 68B (HBR) 640B 48B∼272B
Cache Coherency Yes (hardware-level) No No (only support by NVLink C2C)

Memory Pooling Yes No (only within UALink connected
accelerators)

No (only within NVLink connected
GPUs)

Topology Point-to-point, switched fabric
(various topologies)

Point-to-point, switched fabric (only
single-hop Clos)

Point-to-point, switched fabric (may
only single-hop Clos)

Scalability Up to 4096 devices Up to 1024 accelerators Up to 576 GPUs
Typical Deployment Scale Rack or multi-rack scale Intra-rack clusters GPU-node or GPU-cluster scale
Use-case / Primary
Workload

Memory disaggregation, coherent
memory pooling

Accelerator-to-accelerator collective
transfers

GPU tensor exchanges, gradient
synchronization

Consortium CXL Consortium UALink Consortium NVIDIA

Interoperability Open industry standard Ethernet-based openness Proprietary (partial openness via
NVLink Fusion)

Initial Release (Year) CXL 1.0 (2019) UALink 0.49 (2024) NVLink 1.0 (2016)
Current Version (Year) CXL 3.0 (2022), CXL 3.2 (2024) UALink 1.0 (2025) NVLink 5.0 (2024), Fusion (2025)

interconnected accelerator environments.
To maximize throughput, UALink employs 640B data link flits optimized for large data transfers. Although

it also supports instruction-level memory access mechanisms, these primarily serve auxiliary management and
control functions rather than core high-throughput data operations. Furthermore, UALink explicitly operates as
a non-coherent protocol; it does not inherently support cache coherence or coherent memory transactions. This
design clearly differentiates UALink from CXL, which primarily targets frequent data transactions, coherent
memory sharing, cache coherence management, and resource disaggregation.

UALink leverages Ethernet-based topologies tailored for large-scale data transfers and collective communica-
tion patterns prevalent in distributed computing environments, such as all-gather operations. Historically, these
communication patterns have been extensively used in distributed systems, preceding their adoption in contem-
porary multi-GPU and accelerator-rich infrastructures [390, 391]. To achieve maximum bandwidth and precise
data alignment, UALink Ethernet interfaces adopt optimized frame structures, reduced protocol overhead, and
hardware-level synchronization mechanisms engineered for accelerator synchronization requirements [76, 78].

NVLink and NVLink Fusion. NVLink is also an interconnect optimized for GPU-to-GPU communication,
offering high bandwidth and low latency within GPU-centric data center environments. Introduced before
UALink, NVLink enhanced GPU-to-GPU data transfer performance over existing standards (e.g., PCIe). Since
its initial release in 2014, NVLink has undergone multiple generational updates, with NVLink 5.0 being the
latest version introduced in 2024. NVLink’s characteristics are beneficial for deep learning training workloads
and HPC applications when deployed with NVIDIA GPUs.

Specifically, NVLink 5.0 provides 50 GB/s of unidirectional bandwidth per link, resulting in 100 GB/s of total
bidirectional bandwidth per link [81]. Deployed primarily through NVIDIA’s proprietary NVSwitch crossbar,
NVLink efficiently supports configurations ranging from tens of GPUs (e.g., NVLink72 [39, 47, 48]) to larger
setups utilizing inter-rack network components (e.g., NVLink576 with long-distance network elements). Despite
supporting larger-scale deployments, NVLink targets GPU-node or GPU-cluster scales rather than broader
rack-level or multi-rack scenarios. Similar to UALink, NVLink employs single-hop Clos (full-mesh) topologies,
minimizing latency for critical collective operations such as All-Reduce and All-Gather communications used in
transformer-based model training. NVLink 5.0 achieves low-latency communication of less than 500 ns [392].

In contrast to UALink, NVLink utilizes a smaller 48B∼272B flit4 [393] optimized for efficient transfer of
moderate-sized tensors and gradient data. NVLink supports per-node memory-region unification rather than
protocol-level cache coherence, simplifying programming complexity and reducing software overhead at the node-
level. Historically, NVLink interoperability has been restricted primarily to NVIDIA products, complicating
integration into heterogeneous systems.

To address this limitation, NVLink Fusion [82, 83] has been recently introduced, improving interoperability
by enabling connections to external processors such as CPUs, NPUs [394–397], and AI-specific processors [398–

4While the actual flit size in NVLink is 16B (128-bit), each packet is composed of one header flit followed by up to 16 data flits.
The minimum transmission unit consists of 2 data flits (32B), and the maximum includes 16 data flits (256B), yielding total packet
sizes between 48B and 272B. In this section, the term NVLink flit denotes a complete packet constructed in this format.
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402]. NVLink Fusion provides two primary components: i) a short-reach C2C interface available as coherent IP
for external processors, and ii) a Chiplet-based implementation designed for integration with diverse processing
units, further optimizing CPU-to-GPU communication.

NVLink Fusion preserves NVLink’s intrinsic advantages of high bandwidth and low latency while improv-
ing flexibility and shared-memory efficiency between CPUs and GPUs. However, NVLink Fusion is known to
require the inclusion of at least one NVIDIA component within interconnected systems [82, 83, 403]. Thus, it
currently does not support resource disaggregation or vendor-neutral composability in broader AI infrastructure
deployments.

Comparative summary of CXL and XLink technologies. Table 3 summarizes the characteristics of the
three interconnect technologies, CXL, UALink, and NVLink, discussed in this report.

As described previously, CXL separates compute and memory resources physically, supporting coherent
memory pools and cache coherence. As illustrated in the table, CXL typically exhibits lower latency than
other interconnect technologies, though specific latencies can vary based on actual implementations. Its cache
coherence capability enables accelerators to directly service data from local caches, significantly reducing external
data transfers and optimizing performance for data with high locality. CXL connections support up to 256
accelerators (Type 1 or Type 2 devices), while memory-type device connections can scale up to 4,096 endpoints
within a single interconnect network. In addition, CXL provides practical PBR routing and switch cascading,
greatly enhancing scalability, cache coherence management, and flexible memory allocation. Consequently, CXL
is well-suited for composable environments requiring frequent synchronization, intensive memory utilization,
and flexible resource configuration.

In contrast, XLink technologies emphasize fast and direct accelerator-to-accelerator data transfers, with
a primary focus on high-bandwidth connectivity. While per-transfer latency is generally higher than CXL,
XLink technologies can achieve greater aggregate bandwidth by employing larger flit sizes or device-specific
optimizations for GPUs or accelerators. Specifically, UALink utilizes Ethernet-based networks, transferring
large-scale data optimized for frequent inter-accelerator communication and collective communication patterns.
NVLink, however, is tailored to GPU-centric workloads, efficiently exchanging small to medium-sized tensor
data or gradients through optimized bandwidth and latency via smaller flit sizes. Both UALink and NVLink
assume collective communications through data copying and distributed processing rather than data sharing;
thus, neither supports hardware-level cache coherence.

Therefore, combining efficient accelerator communication capabilities of XLink technologies with CXL’s
flexible memory pooling and cache coherence into a hybrid data center architecture provides a complementary
and robust solution. This integration enables accelerators interconnected via UALink or NVLink to leverage
CXL-managed memory resources and coherence protocols. Such hybrid architectures can expand the scale-up
domain beyond traditional data-parallel approaches, enhancing resource utilization and overall system efficiency.

6.2. Integrated Accelerator-Centric, CXL-over-XLink Supercluster Architecture
To accommodate diverse demands of large-scale AI workloads, scaling beyond a single accelerator cluster ne-
cessitates efficient inter-cluster communication. Here, the term “cluster” refers to a rack-scale, multi-accelerator
system as introduced in the previous data center architecture. Unlike point-to-point intra-cluster networks,
inter-cluster connections require more scalable and flexible topologies supporting extensive resource sharing and
composability across broader data center infrastructures. CXL can fulfill this requirement through hierarchical,
multi-level switching structures, enabling coherent memory pooling among distributed accelerator clusters.

In this subsection, we define a CXL-over-XLink-based supercluster, a scalable and hierarchical architecture
optimized for accelerator-intensive tasks. A supercluster consists of multiple accelerator clusters interconnected
through CXL fabrics. Within each individual accelerator cluster, NVLink or UALink serves as the primary intra-
cluster interconnect, providing direct, high-bandwidth, and low-latency communication among accelerators. The
detailed configurations of these clusters are described below.

Accelerator-centric intra-cluster design with UALink and NVLink Within the CXL-over-XLink-
based supercluster architecture, NVLink and UALink serve as intra-cluster interconnect technologies, enabling
efficient construction of accelerator clusters. As previously discussed, these interconnect technologies share fun-
damental design principles, employing single-hop Clos switching topologies optimized for relatively small-scale
accelerator clusters, focusing primarily on intra-accelerator communications (cf. Figure 40). Specifically, NVLink
supports accelerator clusters composed of multiple GPUs or combined GPU-CPU-memory nodes. NVLink inte-
grates up to 72 GPUs interconnected through multiple NVSwitches, while CPUs within each node are intercon-
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Figure 40: Accelerator-centric intra-cluster design.

nected to GPUs via NVLink C2C interfaces. Similarly, UALink explicitly targets accelerator connectivity within
clusters or racks, directly attaching CPU modules to accelerators according to application-specific needs. Accel-
erators in UALink-based clusters communicate exclusively through UALink switches, theoretically supporting
single-hop Clos topologies of up to 1,024 accelerators. This scalability benefits smaller logic-sized, AI-specific
accelerators such as NPUs. However, for larger logic-sized accelerators like GPUs, which restrict the number
of accelerators per node (e.g., two GPUs per node in GB200/300), the practical deployment scale within a
rack closely resembles NVLink configurations (i.e., around 72 accelerators). With UALink, CPUs connect to
accelerators through PCIe switches; however, alternative short-reach interconnect solutions such as UCIe [404]
may also be employed similarly to NVLink C2C.

Accelerator clusters configured in this manner are likely to consist exclusively of one of the two XLink
technologies per cluster, rather than mixing hardware components supported by different interconnects within
a single cluster. This limitation arises from fundamental technological differences and interoperability constraints
between NVLink and UALink. Specifically, each interconnect employs distinct physical layers and data formats.
NVLink uses NVIDIA’s proprietary high-speed PHY interfaces with relatively small 48B∼272B flits, whereas
UALink adopts Ethernet-based PHY interfaces with significantly larger 640B flits. Thus, we believe that these
differences in flit formats, protocol operations, and underlying PHY layers severely limit the feasibility of
integrating NVLink and UALink hardware within the same cluster. Therefore, from a strategic interoperability
perspective, NVLink requires at least one NVIDIA component (e.g., NVIDIA GPUs), restricting integration
with fully third-party accelerator configurations.

Therefore, accelerator clusters employing NVLink and NVSwitches within a CXL-over-XLink supercluster
predominantly consist of NVIDIA GPUs, complemented by specialized accelerators optimized for computational
tasks not efficiently handled by GPUs. For example, data centers deploying NVIDIA GPUs may integrate
accelerators tailored for branch-intensive computations (e.g., tree-based models and conditional logic), workloads
with irregular control flows, sparse and irregular memory access patterns (such as graph processing or sparse
matrix operations), or latency-critical real-time tasks. Such tasks align poorly with GPU architectures optimized
for highly parallel computations. Integrating these heterogeneous accelerators within NVLink-based clusters thus
enables data centers to accommodate diverse application demands while maintaining optimized intra-cluster
communication performance.

In contrast, UALink-based clusters mainly comprise non-NVIDIA accelerators, such as AMD GPUs or AI-
specific processors including Meta’s MTIA [398], Amazon’s Trainium [399] and Inferentia [400], Microsoft’s
Maia [401], and Intel’s Gaudi [402]. UALink’s open, vendor-neutral architecture facilitates diverse accelerator
configurations, supporting high-performance intra-cluster communication without dependence on proprietary
interfaces. Strategically aligning deployment choices with the interoperability characteristics and architectural
strengths of each interconnect ensures optimized intra-cluster performance, enhanced computational throughput,
and improved resource efficiency across heterogeneous accelerator environments.

Scalable inter-cluster communication leveraging CXL. In a CXL-over-XLink-based supercluster, mul-
tiple accelerator clusters interconnected by XLink are integrated into a unified hierarchical architecture through
a scalable CXL fabric, forming a large-scale multi-accelerator system. This hybrid interconnect fabric strategy,
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Figure 41: Exemplary CXL-over-XLink supercluster configurations.

as presented in this technical report, can reduce latency and data-transfer overhead, accommodating diverse
workload characteristics prevalent in contemporary AI data centers. Specifically, while XLink facilitates rapid
intra-cluster data exchanges among accelerators, CXL enables scalable and coherent inter-cluster memory shar-
ing using flexible, hierarchical, switch-based fabric architectures. Unlike the single-hop Clos topologies employed
by XLink, CXL supports greater scalability, enabling multiple accelerator clusters to dynamically aggregate dis-
tributed memory resources into unified composable pools. This pooled accelerator-local memory reduces the
dependency on external storage resources, such as off-chip memory or SSDs, maximizing performance gains and
enhancing flexibility and utilization of limited accelerator resources. In addition, CXL resolves interoperability
limitations between UALink and NVLink clusters by abstracting each cluster as an independent entity, mediat-
ing inter-cluster interactions, thus facilitating seamless coexistence and efficient interaction among heterogeneous
accelerator clusters within a unified large-scale architecture.

Figure 41 illustrates exemplary fabric architectures formed by hierarchical CXL switches interconnecting
multiple UALink-based and NVLink-based clusters into a unified supercluster. Since CXL supports PBR routing
and switch cascading it can be used to implement various topologies such as multi-level Clos, 3D-Torus, and
DragonFly, satisfying diverse data center requirements. Moreover, CXL enables devices or clusters to be freely
added or removed via hot-plugging, even during large-scale AI data center operations. Consequently, CXL-
over-XLink-based supercluster configurations can flexibly adapt to specific workload characteristics, integrating
diverse accelerators, memory devices, and computing resources into unified scale-up domains.

Another major advantage of the CXL-over-XLink architecture is its support for inter-cluster protocol-level
cache coherence. Leveraging the cache-related sub-protocol (CXL.cache), accelerators within each cluster can
directly and coherently access memory resources of other accelerators as well as remote memory resources located
in external clusters at instruction-level granularity without software intervention. This approach aggregates
local memories of multiple accelerators into a unified memory address space, enabling data to be directly
fetched from on-chip accelerator caches. As a result, this minimizes latency and overhead typically associated
with conventional inter-node memory access, while also maximizing performance by directly serving localized
or shared data from accelerators’ own caches. Furthermore, CXL provides dedicated sub-protocol interfaces
for memory access (CXL.mem) and high-speed data transactions (CXL.io), being able to support both small-
sized instruction-level data transfers and bulk data transfers. These protocols can also be configured to enable
direct device-to-device data management without CPU intervention. As illustrated in Figure 42, this hybrid
interconnect architecture significantly reduces redundant data movements among accelerators and facilitates
computational acceleration across distributed resources, thus maintaining high performance even in memory-
intensive workloads.

Finally, CXL-over-XLink can further optimize data movements within superclusters more aggressively.
Specifically, CXL.cache-based coherence enables novel paradigms for collective operations (e.g., broadcast, scat-
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(a) Protocol-level cache coherence. (b) Instruction-level data transfer.

Figure 42: Cache coherence and data movement management in CXL-over-XLink.

ter/gather, and all-reduce), which traditionally incur substantial overhead due to explicit synchronization and
redundant data copying. By providing coherent memory access among distributed accelerators, data movements
are implicitly managed at the hardware level, enabling accelerators to treat distributed resources as unified mem-
ory pools. This fundamentally eliminates overhead associated with explicit synchronization and redundant data
copying. This approach not only enhances performance but also simplifies AI model development and manage-
ment. For example, when programming accelerator kernels, developers can focus exclusively on computational
tasks without explicitly managing synchronization or data movement codes. Such software kernels concentrate
on parallel computations, while CXL’s protocol-level cache coherence policies transparently handle inter-cluster
high-speed memory data transfers without any software intervention. Data accesses, particularly those exhibit-
ing locality across diverse workloads, efficiently utilize accelerator-internal caches, maximizing performance and
computational efficiency.

Optimizing hardware and software for integrated XLink and CXL architectures. Delineating the
roles of XLink and CXL within a supercluster architecture provides structural benefits. However, integrating
these distinct interconnect technologies presents practical implementation challenges. For example, protocol
conversion and data transitions between XLink-based intra-cluster domains and CXL-based inter-cluster do-
mains introduce additional latency due to physical and logical transformations required by differing communi-
cation protocols. Such overhead can degrade performance, impacting latency-sensitive workloads. In addition,
higher-density accelerator deployments may increase cooling demands, while coherent memory transactions raise
concerns about interconnect reliability and error management.

To address these integration challenges, targeted hardware optimizations are required, including special-
ized system-on-chip bridging interfaces explicitly designed for rapid data-format conversions and streamlined
interconnect protocols that minimize latency and reduce handshaking overhead, as shown in Figure 43a. In-
corporating HBM within bridging interfaces further mitigates performance penalties arising from inter-domain
protocol conversions. In this example, frequently accessed memory addresses or requests can be cached in HBM,
preserving pre-converted formats for immediate reuse and thereby eliminating latency overhead during protocol
transitions. Intelligent data-placement strategies can be strategically adopted to minimize unnecessary data
movements, reducing associated performance impacts.

Aside from these hardware-level optimization approaches, advanced orchestration and software strategies are
equally important for improving system performance. Figure 43b illustrates orchestration software frameworks
supporting real-time workload monitoring, predictive resource management, and adaptive resource allocation.
These capabilities improve operational efficiency and performance in large-scale integrated supercluster archi-
tectures. For example, when a specific cluster frequently accesses external memory, orchestration software can
physically move the required data closer to the requesting cluster. This relocation allows accelerators within
the cluster to efficiently access and process data locally. In addition, fault-tolerance mechanisms such as data
redundancy, replication, and memory checkpointing can be implemented through software. These mechanisms
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(a) Specialized bridging interfaces with integrated HBM. (b) Orchestration software.

Figure 43: Optimizing hardware and software for integrated XLink and CXL architectures.

enhance system stability and reliability in large-scale, multi-accelerator environments. Such strategies reduce
risks related to component failures, unexpected data corruption, and interconnect disruptions, maintaining
stable operation and consistent system performance.

6.3. Memory Tiers Leveraging XLink and Lightweight CXL Links
Building upon CXL-over-XLink, we further propose an extended, scalable architecture that integrates a tiered
memory hierarchy within supercluster configurations, explicitly designed to address the diverse memory-performance
demands of contemporary AI workloads. This structure comprises two distinct memory tiers: i) high-performance
local memory managed via XLink and coherence-centric CXL, and ii) scalable, composable memory pools en-
abled through capacity-oriented CXL. To effectively establish these memory tiers, we recommend lightweight
implementations of CXL specifically tailored for each of these tiers. Finally, we conclude this subsection by in-
troducing data placement and management strategies crucial for strategically leveraging superclusters equipped
with these hierarchical memory tiers.

High-performance accelerator-local memory: XLink with coherence support. Accelerator clusters
within the existing CXL-over-XLink supercluster architecture are interconnected via XLink and utilize high-
performance memory technologies, such as HBM or customized high-bandwidth DDR modules. Given that these
accelerator structures are pre-defined in each cluster, various HBM modules differing in version or capacity may
coexist within a single supercluster. In addition, heterogeneous high-speed memory types may also be intermixed
within clusters. As the infrastructure scales, required memory capacities, memory types, and usage patterns
differ among clusters, depending on specific workloads and models executed. Since the supercluster architecture
already incorporates a CXL fabric for inter-cluster connectivity, this fabric can logically unify distributed high-
performance memory resources across clusters into a coherent accelerator-local memory tier.

Within each cluster, accelerator-local memory employs XLink to construct a unified memory address space.
Although there can be multiple methods to create this address space, considering the protocol specifications
and operational characteristics of XLink, the most fundamental approach is to recognize memory modules of
individual accelerators as statically partitioned blocks, forming a unified, linear address space. For instance,
UALink can statically partition individual accelerator memory spaces into a unified NUMA-like memory do-
main across multiple accelerators. Similarly, NVLink constructs a unified address space among multiple devices
using virtualization techniques. However, memory unified in this manner does not permit sharing beyond each
statically partitioned memory region, requiring software or firmware intervention to explicitly copy data. In
addition, due to the absence of protocol-level cache coherence, direct data sharing is infeasible. Consequently,
memory accesses targeting regions not locally owned by an accelerator necessitate data transfers via XLink,
introducing latency overhead. Such overhead becomes particularly pronounced when accelerators access memory
regions across distinct clusters, significantly degrading performance.

To address these performance degradation and latency issues, coherence-centric CXL can be employed.
Under the assumption of using cluster-to-cluster CXL connectivity within the proposed CXL-over-XLink archi-
tecture without protocol modifications, clusters can designate specific portions of their memory address space
and expose them to the inter-cluster CXL fabric in an overlapping, cache-coherent manner, which enable cache
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Figure 44: Tiered memory hierarchy configured with CXL memory pool.

coherence selectively for certain applications and datasets. In other words, cache-coherent data sharing becomes
possible for designated regions within accelerator-local memory tiers, while other regions continue to be man-
aged through data copying and movement via XLink within a unified address space. Such a partial coherence
approach leveraging inter-cluster CXL fabric enhances data locality and performance for specific AI workloads.
Moreover, improved data locality confines data accesses within clusters, allowing frequently accessed data to be
automatically handled within accelerator on-chip caches, thereby fundamentally eliminating unnecessary data
transfers.

For workloads exhibiting high data-sharing and cache coherence requirements, a more advanced and coherence-
oriented lightweight application of CXL within clusters can be adopted. In this scenario, dedicated CXL con-
troller logic is integrated into each accelerator, either closely positioned near or directly embedded within the
XLink controller. The primary advantage of this configuration is that lightweight, coherence-centric CXL be-
comes available within clusters alongside XLink, allowing all GPUs or accelerators to perceive a unified memory
space and enabling full data sharing. Consequently, explicit collective operations or data movements can be
entirely eliminated, resulting in significant performance improvements. Although this design may increase SoC
implementation complexity, cost, and the possibility of redundant data transfers, these issues can be effectively
mitigated by optimizing the CXL protocol, removing unnecessary protocol features, and focusing explicitly on
cache coherence. Such an integrated XLink-CXL controller could be implemented in various ways. However, to
eliminate redundancy, bulk data transfers are primarily handled through XLink, while accelerator controllers
implement only optimized CXL.cache subprotocols dedicated exclusively to coherence traffic. Despite necessitat-
ing detailed controller design and protocol management, this approach ultimately delivers performance benefits,
including enhanced cache coherence, simplified data management, and improved computational efficiency across
the supercluster.

The combination of accelerator-local memory via XLink and coherence-centric CXL interconnects effectively
addresses low-latency and cache-coherence demands at the accelerator-node level. However, modern AI work-
loads frequently exhibit substantial memory-capacity requirements exceeding the aggregate local memory ca-
pacity available at the rack level. Consequently, complementary strategies employing scalable, capacity-oriented
composable memory pools, as proposed in the subsequent section, are required to accommodate these extensive
memory demands.

Capacity-oriented composable memory pools: CXL. Accelerator-local memory serves frequently ac-
cessed, performance-critical data. However, modern AI workloads often require significantly larger memory
capacities, even at the expense of reduced performance. Representative examples include large-scale embedding
tables, caches, and external knowledge bases. To address such challenges, we propose a two-tier composable
memory structure integrated within the supercluster architecture, providing flexible memory-capacity expan-
sion.

As illustrated in Figure 44, the proposed two-tier composable memory pools primarily comprise memory

49



Compute Can’t Handle the Truth: Why Communication Tax Prioritizes
Memory and Interconnects in Modern AI Infrastructure

May 26, 2025

trays physically separated from accelerator clusters and interconnected via a dedicated CXL fabric. In a CXL-
over-XLink-based supercluster architecture, tier-1 memory already provides accelerators with a unified memory
view managed by coherence-centric CXL and XLink controllers. Therefore, accesses to tier-2 memory pools occur
only when memory demands surpass the aggregate accelerator memory capacity available at the rack level. These
scenarios are analogous to applications such as RAG, where data retrieval traditionally relies on storage systems
or distributed file systems with access latencies ranging from milliseconds to tens of seconds. In contrast, the
proposed tier-2 composable memory pools reduce such latency to tens or hundreds of nanoseconds, depending
on fabric-switch characteristics. The critical advantage of the proposed approach is capacity scalability, achieved
by integrating only memory components within each memory tray, explicitly excluding CPUs or accelerators to
maximize memory density and efficiency.

The physical placement of memory trays is related to the number of switch hops and associated latency; thus,
these trays can be located anywhere within a CXL-over-XLink-based supercluster, as long as connectivity via
CXL fabric is available. Depending on the spatial management requirements of data center designers, memory
trays can be flexibly arranged. The tier-2 memory pools’ address spaces can be physically configured so that
the fabric directly recognizes them, or they can be logically connected through virtual management techniques.
Allocating memory trays close to accelerator clusters significantly reduces reliance on slower storage or lower-
performance scale-out data access methods. In practice, these external memory resources function as tier-2
capacity-focused memory pools within a hierarchical memory architecture, specifically optimized for memory-
capacity expansion.

As in the coherence-centric CXL approach, the proposed capacity-oriented CXL configuration can either
utilize the existing CXL-over-XLink fabric or further optimize it to better accommodate large-scale workloads.
Given that tier-1 accelerator-local memory already manages cache coherence and handles latency-sensitive
data, tier-2 memory pools can be exclusively optimized for memory capacity, simplifying other functionalities
and further enhancing cost efficiency. For example, maintaining cache coherence across all memory trays is
unnecessary; thus, controllers can be streamlined and efficiency maximized by disabling CXL.cache or CXL.io
protocols at switches and endpoints. In particular, when tier-1 memory serves as an exclusive cache, tier-2
composable memory pools can potentially omit CXL.mem altogether, using only the CXL.io protocol for bulk
data transfers, similar to traditional storage systems. Regardless of the selected approach, data transfers between
accelerator-local memory and composable memory pools persist, making it essential to provide sufficient CXL
fabric ports to optimize data transfer performance.

Note that additional optimization strategies beyond protocol simplification are possible for tier-2 capacity-
oriented memory pools. As discussed in Section 5.1, memory trays can utilize lower-speed DRAM interfaces
instead of high-speed DRAM modules to reduce cost. Alternatively, hybrid memory trays combining high-
capacity storage (e.g., flash memory) with modest amounts of HBM can significantly enhance memory capacity
while still offering sufficient performance for effective data staging into tier-1 accelerator-local memory. Further-
more, to support the buffering and caching functions of tier-1 accelerator-local memory across extended physical
distances, spanning multiple floors or even buildings, the supercluster’s memory tiering structure can leverage
optical technologies, such as silicon photonics, in place of PCIe PHY for interconnection via CXL.

Discussion on hierarchical data placement and management strategies. As discussed previously,
integrating accelerator-local memory (XLink-based) with composable memory pools (CXL-based) provides new
opportunities for substantial performance and capacity expansion. However, fully leveraging such hierarchical
memory structures may require software frameworks capable of intelligent resource management and efficient
data placement. Specifically, integrated management methods supporting dynamic allocation of computational
tasks across accelerator clusters and optimized memory allocation within composable CXL pools can enhance
resource utilization, balance performance, and improve operational efficiency in modern AI data centers.

To fully exploit the hierarchical memory architecture, carefully designed data placement strategies that align
with the performance characteristics of each memory tier are critical. Rather than relying on hardware-based
management, implementing these placement strategies through software is advantageous. Specifically, software
frameworks can precisely evaluate attributes such as data access frequency and latency sensitivity, enabling
refined and adaptable placement decisions. For example, latency-critical and frequently accessed data structures,
including activation states, embedding vectors, and attention caches, should be placed within accelerator-local
memory tiers connected via XLink. In contrast, datasets that are larger or less sensitive to latency are better
suited to reside within capacity-oriented composable memory pools facilitated by CXL. Implementing such tier-
specific placement requires software-level monitoring of various runtime information, optimizing data placement
according to characteristics, thus maximizing resource utilization and overall performance.

Further enhancing the efficiency of sophisticated data-placement strategies may require the addition of
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advanced software-based orchestration frameworks. For instance, predictive data-migration algorithms that
dynamically adjust data placement based on anticipated workload patterns and access-frequency variations can
be introduced. Advanced caching policies, such as temperature-aware caching that prioritizes data according
to access frequency, as well as intelligent machine-learning-based prefetching, further minimize latency and
overhead associated with inter-tier data transfers. However, excessively frequent inter-tier data migrations can
introduce performance degradation; thus, comprehensive approaches involving targeted hardware optimizations,
efficient protocol-conversion interfaces between XLink and CXL, and carefully designed data-migration policies
remain essential.

In summary, large-scale AI applications deployed within multi-accelerator systems integrating CXL and
XLink can significantly benefit from hierarchical data management approaches. Specifically, real-time inference
workloads utilize accelerator-local memory for rapid data processing and latency-critical operations, while large-
scale embedding lookups and external data retrieval efficiently leverage capacity-oriented composable memory
pools provided by CXL. Therefore, clearly defining the roles of each memory tier and strategically implement-
ing data-placement policies ensures optimized computational performance and resource utilization, effectively
satisfying the diverse operational demands of modern AI data centers.

7. Conclusion
In this technical report, we systematically explored the limitations of traditional GPU-centric architectures
in scaling modern AI workloads, highlighting significant performance bottlenecks related to memory capacity,
inter-device communication, and resource allocation. To address these challenges, we introduced a composable
and modular data center architecture leveraging Compute Express Link (CXL) technology, which disaggregates
and dynamically allocates memory, compute, and accelerator resources according to workload-specific demands.

Our empirical evaluations using diverse AI workloads, including retrieval-augmented generation (RAG),
Graph-RAG, deep learning recommendation models (DLRM), and MPI-based scientific simulations, demon-
strated substantial performance improvements. Specifically, we observed significant reductions in execution
latency, communication overhead, and memory management complexity compared to conventional SSD- and
RDMA-based infrastructures. These results illustrate how the coherent memory sharing and dynamic compos-
ability features of CXL effectively optimize resource utilization and enhance operational flexibility.

In addition, we investigated hybrid architectures integrating dedicated accelerator-centric interconnect tech-
nologies (XLink), such as Ultra Accelerator Link (UALink) and NVIDIA’s NVLink, alongside CXL. Our analysis
revealed the potential ability showing that combining the complementary strengths of these technologies can
further enhance scalability, reduce unnecessary long-distance communication, and optimize performance for
latency-sensitive intra-accelerator tasks.

Finally, we discussed critical architectural implications of adopting composable CXL infrastructures in real-
world data centers. These include dedicated coherent memory pooling, adaptive data placement, accelerator-
centric resource management, and sophisticated centralized monitoring frameworks. Future research should
focus on addressing deployment challenges at industrial scales, exploring advanced orchestration techniques,
and further refining hybrid interconnect strategies. Such efforts are essential to fully realize the potential of
composable CXL-based infrastructures in supporting increasingly complex and demanding AI applications.
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